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Skeleton Extraction for Articulated Objects with
the Spherical Unwrapping Profiles
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Abstract—Embedding unified skeletons into unregistered scans is fundamental to finding correspondences, depicting motions, and
capturing underlying structures among the articulated objects in the same category. Some existing approaches rely on laborious
registration to adapt a predefined LBS model to each input, while others require the input to be set to a canonical pose, e.g.T-pose or
A-pose. However, their effectiveness is always influenced by the water-tightness, face topology, and vertex density of the input mesh.
At the core of our approach lies a novel unwrapping method, named SUPPLE (Spherical UnwraPping ProfiLEs), which maps a surface
into image planes independent of mesh topologies. Based on this lower-dimensional representation, a learning-based framework is
further designed to localize and connect skeletal joints with fully convolutional architectures. Experiments demonstrate that our
framework yields reliable skeleton extractions across a broad range of articulated categories, from raw scans to online CADs.

Index Terms—Skeleton Embedding, Spherical Unwrapping, Surface-to-image Representation

✦

1 INTRODUCTION

ADvances in learning-based vision and graphics are
boosting the acquisition of customized scans for

humans and animals. Bringing these scans to life has
the potential to enable numerous additional downstream
AR/MR/VR applications, e.g., telepresence, remote interac-
tion, and etc.. To achieve this goal, the embedded skeleton is
the most feasible method to describe pose [1], [2], perform
animations [3], [4], [5] and retarget motions [6], [7], [8].
Therefore, extracting skeletons from those scans quickly and
directly is urgently needed for the community.

To achieve this goal, some methods [4], [5], [9] attempt to
extract the skeleton from the full body. They usually assume
that articulated objects are symmetrical or pre-aligned to a
unified state (T-pose or A-pose). Unfortunately, this poses
a constraint when scanning is difficult to define or execute
for other categories such as animals or hands. Other meth-
ods [10], [11], [12], [13] consider this task in broader cat-
egories. However, they rely on additional mesh properties,
e.g.water-tightness or sequential consistency, which may not
be easily satisfied by those raw scans.

The heatmap regression paradigm effectively estimates
the articulated skeleton from 2D image [1], [14], [15]. Instead
of regressing the value of target 2D coordinates, it tames
a DNN to predict a confidence distribution map whose
ground truth is Gaussian centered at target 2D coordinates.
When adopting it to 3D space, however, obstacles arise
from defects in general 3D representations. As for point
cloud [16], [17], [18] and mesh [19], [20], the order and
the adjacency of their data are subject-specific or topology-
specific. This hinders the learning efficiency of a DNN which
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needs to be trained with feature-aligned data. On the other
hand, although voxel-grid stores 3D features in a fixed order
independent of object attributes, DNNs [21], [22], [23] with
3D distributions as output have expensive inference costs.

In this paper, we propose SUPPLE , a novel surface-to-
image representation that makes it possible to recast the
3D skeleton extraction task to a 2D heatmap regression
task. Here SUPPLE is the abbreviation of the Spherical
UnwraPping ProfiLEs, which projects a 3D surface to three
2D image plane with the spatial order and connectivity
maintenance. Based on this formulation, the skeleton ex-
traction can disengage the constraints on mesh topology,
and utilize more 2D learning paradigms for 3D skeleton
extraction.

Our insight to use SUPPLE for skeleton extraction is
as follows: The possible 3D position of a skeletal joint
is spherically distributed. Generally, each distribution is
conditional on the distance from this joint to the object
surface and the outer surface features around this joint
(See Sup. Mat Sec. C for details). However, most general
3D representations (e.g.voxel grid, point cloud, mesh, etc.)
are defined in the Cartesian coordinate system. They either
record sparse outer surface features or rearrange these fea-
tures in a non-intuitive adjacency relationship. By contrast,
SUPPLE is defined in the spherical coordinate system and
projects surface features with their adjacencies into three
complementary 2D subspaces. These subspaces are associ-
ated with the spherical distribution because they compactly
and orderly store the intersections between a given surface
and spherical curves. Among them, the first subspace em-
phasizes more on outer surface features, and the other two
subspaces compensate for the first one. Compared to the
orthogonal projections defined in the Cartesian coordinate
system, SUPPLE records more details and causes fewer
surface overlaps.

Most existing methods predict all joint features in par-
allel [14], [24], [25]. This design leads to a flat network
structure and ignores the hierarchical features of a skeleton.
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Fig. 1. Examples of Mesh-SUPPLE conversion (better viewed in color). (a)-(c) describe the conversion from meshes to SUPPLE images,
and (c)-(e) describe the inverse conversion from SUPPLE images to meshes. During the conversion, SUPPLE retains sufficient surface features
related to the skeleton. Each row corresponds to a typical instance from an articulated object category. (a) Input mesh; (b) Canonicalized mesh;
(c) SUPPLE ; (d) Queried points from SUPPLE ; (e) Reconstructed surface from in-map points. For better visualization, the scalar value of each
channel in SUPPLE is mapped into pseudo color with the JET format.

Relatedly, Georgakiset al. [26] introduced additional pose
parameter refinement to each limb based on the body torso,
and Chen et al. [25] explored more semantics by mixing
features of different joints. For the first time, we regress
heatmaps according to the skeletal hierarchy in a coarse-
to-fine manner. Specifically, our learning framework first
predicts the multi-joint heatmap of each skeletal branch,
i.e.a heatmap containing multiple Gaussians. After that, the
framework recurrently predicts the single joint heatmap
according to a proximal-to-distal order and parses the cor-
responding 3D position according to the heatmap. All these
improvements slim down the network weight and further
increase its generalization capability.

The main contributions of this work are summarized as
follows.
• A novel representation called SUPPLE to unwrap a 3D
surface into image space effectively;
• A CNN-based framework to extract skeletons from unre-
stricted mesh in various categories;
• A recurrent paradigm to improve network architecture
and generalization by considering skeletal hierarchy.

A preliminary version of this paper has appeared in [27],
which introduces an effective method for skeleton extraction
from a hand mesh without shape, pose, and topology con-
straints. The present work makes the following additional
contributions. (i) Without the dependence of a pre-defined
joint order or template, this framework predicts a skeleton
in a tree structure and becomes more applicable to diverse
articulated objects; (ii) By aggregating the joints in the
same branch, a more lightweight LocNet localizes branch-
wise joint distribution; (iii) By identifying the sequential
joints within a branch recurrently, AssembleNet assembles
branches according to the hierarchy; (iv) By minimizing

the overlap among the three SUPPLE channels, a canonical
alignment further enhances the extraction performance; (v)
With more exhaustive data augmentation strategies, our
framework is further enabled to extract skeletons from
partial point clouds; (vi) By optimizing the calculation, the
conversion process from scan mesh to SUPPLE is further
accelerated, which facilities its data augmentation process
and reduces the training time; (vii) By including more
detailed analysis and comparisons, the advantages of our
SUPPLE representation has further reveled.

2 RELATED WORK

2.1 Skeleton Embedding

In different applications, a skeleton varies in concept from
a series of curves [12], [28], [29] to a joint hierarchy [3], [4].
Here we concern more about the latter one, which is widely
used in motion capture and automatic rigging to effectively
describe the pose and motion of articulated objects.
Skeleton for Motion Capture. The complex motion of
an articulated object is always regarded as a composite
of transformation of different rigid parts [30], [31], [32].
When describing its pose at a specific time, the keypoints
between adjacent parts are regarded as joints (sometimes
including endpoints), and the connection between points
follows the kinematic characteristics. Traditional methods
utilized visible markers [33], [34] to track joint trajectories
and capture accurate motion, which may hinder the natural
motion of the objects. In recent years, with the popularity
of data-driven methods, markerless capturing approaches
show promising prospects because they can reduce the
capturing costs and eliminate hardware calibration. Most
of them consider color image [1], [15], [19], [35] or depth
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image [22], [36], [37], [38], [39] as input to extract skeleton
features. Most of them take monocular images as input to
regress joint coordinates [35], mesh vertex coordinates [19],
joint rotation axis-angles(pose parameters) [40], [41], [42],
[43], [44], [45], or joint distribution (heatmap) [1], [15].
Among them, the heatmap paradigm is borrowed by most
subsequent works since it allows for accurately localizing
the joints in the image via per-pixel predictions. To further
obtain accurate 3D surfaces or skeletons, these 2D schemes
require images from multiple perspectives [46], [47] as well
as camera parameters, which greatly increases the cost of
data storage. Therefore, recent work [18], [48], [49], [50], [51],
[52] on skeleton extraction directly from 3D data has been
explored. However, most of them take point cloud data as
input, because it can be quickly obtained from depth images.
With the development of 3D reconstruction methods [53],
[54], [55] and commercial scanning technology in recent
years, it is also becoming easier to obtain plausible but
unregistered meshes. Therefore, the algorithm proposed in
this paper considers the skeleton extraction problem with
unregistered mesh as input. Compared to the point cloud,
it has more geometric features but may still have surface
holes, noises, or even multiple surface layers.
Skeleton for Automatic Rigging. Most automatic rigging
methods [4], [5], [56] aimed to embed (or extract) a skeleton
of character for motion control. These character meshes are
mostly designed as symmetrical structures by artists and
placed under simple scan poses like T-pose and A-pose.
Other work [10], [13], [57], [58] performed this task with
the dependence of multiple pose references under the same
mesh topology, which could not be guaranteed by some
scanning results from a single object. In addition, their final
joint number and layout could not be adjusted flexibly and
are greatly affected by the number and pose variation of
input examples.
Skeleton for Mesh Registration. The purpose of registering
different original scans to a unified parametric skin model is
to obtain the time-invariant mesh topology of the instance
surface and further enable the deformation analysis. Most
of the work takes the skeleton as the initial configuration,
either optimization-based [59], [60] or learning-based [61],
[62] methods. The former ones require the creation of non-
linear or non-convex loss functions, as well as the optimiza-
tion of that loss with the joint rotation of the articulated
body. Using the inverse kinematic solution between the
two skeletons as the initial value can effectively avoid the
optimization process from falling into a local optimum. The
latter approach finds matches between points through a pre-
trained implicit function. However, most existing implicit
methods [63], [64], [65] for articulated objects rely on bone
transformations of the skeleton as the input.

2.2 Surface Representation

In the realm of 2D learning, there exist dominant representa-
tions and paradigms [66], [67], [68]. These topics, however,
are still in their infancy in 3D learning.
Explicit Data. Explicitly representing a surface means ap-
proximating a continuous surface with discrete primitives,
e.g.points, or patches. It includes multi-view stereo, voxel
grids, point clouds, and mesh. Since a 3D object can

be represented as a series of images taken by an array of
cameras around it, the method of understanding 3D objects
directly based on multi-view RGB or depth images has
been continuously concerned [69], [70], [71]. However, the
number and placement of cameras vary greatly for different
subjects and problems. Voxelization of a surface is a
natural extension of the 2D image space, and numerous
learning methods [21], [72], [73], [74] based on it have been
performed for 3D learning. Anyhow, the surface details
would often be sacrificed when limiting its cubic memory
requirements. Although this can be ameliorated with the
introduction of octrees [75], [76], existing methods have still
limited the resolution to small orders of magnitude. Point
cloud data is usually directly captured by depth sensors.
Corresponding surface information can be reconstructed
through multiple post-processing [77], [78], [79]. The thorny
problem that data-driven methods created based on it have
to face is the disorder within a point cloud. Sampling and
neighborhood aggregation [18], [80], [81], [82] are the two
most commonly used operations, and their effectiveness
depends on repeated distance matrix calculation. Therefore,
it is inefficient to extract features from point cloud data.
Mesh can effectively describe the deformation of a specific
object with pre-defined vertices and faces. Therefore, it is
popular in the animation field. For articulated object an-
imation, skinning approaches [3], [83], [84] represent the
transformation of the mesh vertices as a combination of the
individual skeleton joint transformations. Some improved
methods [30], [31], [85], [86], [87] further combined with
learning weights to improve the artifacts in the deformation
process. However, it is difficult to compare meshes with dif-
ferent topologies, and additional registration operations are
needed to align the features. Some data-driven methods use
graph convolutional network(GCN) [88] to extract features
from mesh. Unfortunately, it seems that the ability of GCN
could not be significantly enhanced [89], [90], [91] with the
increase of network layers as CNN.
Implicit Function. Implicitly representing a surface means
describing it analytically using an equation. Because the
neural network can fit any function theoretically and does
not suffer from discretization artifacts, its equivalent hy-
perplane can be regarded as a surface. This topic has
attracted extensive attention in the community in recent
years, from rendering [92], [93], [94], modeling [95], [96],
[97] to animation [61]. Several attempts have been made
to implicitly represent articulated object surfaces by some
MLPs, which are regarded as a mapping from the 2D atlas
to 3D space [97], [98], [99] or an occupancy classifier in 3D
space [63], [64], [65], [95], [100], [101], [102], [103]. These
approaches could continuously query the target attribute of
a spatial point, but most of them are category-specific or
even subject-specific, hard to capture surface details, and
ineffective for self-intersection [64].
Unwrapping Image. UV map [33], [104], [105], [106] is ini-
tially created to flat the surface to easily wrap textures. Some
studies [33], [107], [108], [109], [110], [111] utilize UV map to
store the vertex positions. Unfortunately, the seams to wrap
a surface destroy its continuity under this representation,
and the impact of seam layouts on the learning results has
not been quantified. In addition, the UV map still relies on
the topology constraints of the original mesh. This work
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Fig. 2. SUPPLE projection process. The three subspaces in SUP-
PLE are defined based on interaction calculations: (a)The intersection of
the surface and rays; (b)The intersection of the surface and longitudes;
(c)The intersection of surface and latitudes.

employs another surface unwrapping method based on
spherical projections. Some attempts utilized similar tech-
niques for object classification [112], [113] and mesh morph-
ing [114], [115]. Compared with traditional UVs, spherical
unwrapping is truly free from the dependence on the input
mesh topology. The mapping relationship it establishes from
3D points to 2D plane points is directly determined by the
azimuthal angle of the point localizations relative to the
center of the sphere. This allows the surface points to be
arranged on the 2D image in the order of azimuthal changes.

3 SUPPLE FORMULATION

Our framework in Sec. 4 will perform 3D skeleton extraction
in a projecting space defined by the Spherical Unfolding
ProfiLEs (SUPPLE ). In this section, we start by introducing
the process that projects a continuous 3D surface ∂Ω into
a 3-channel image space Prsc in Sec. 3.1. Then the tech-
niques to prepare the input of Sec. 4, i.e.an SUPPLE surface
Prsc(M) of a mesh M, is described in Sec. 3.2. And the tech-
niques to prepare the output of Sec. 4, i.e.SUPPLE heatmap
Hrsc(ȷ) of a 3D Gaussian centered at ȷ, is described in
Sec. 3.3.

3.1 SUPPLE Definition

SUPPLE Composition. As shown in Fig. 2, SUPPLE in-
volves three complementary projections in the spherical
coordinate system (ρ, θ, φ). The first channel of SUPPLE ,
denoted as Pr , projects ∂Ω to the spherical subspace θ φ.
The second channel Ps projects ∂Ω to φ ρ, and the third
channel Pc projects ∂Ω to ρ θ. When ∂Ω is bounded in the
unit sphere, p(ρ, θ, φ) sampled on the ∂Ω has the following
range: the length of the ray segment from the origin to the
point ρ ∈ [0, 1]; The angle between the positive z-axis and
the above-mentioned ray θ ∈ [0, π]; The angle between the
positive x-axis and the above-mentioned ray φ ∈ [0, 2π].
Because atan2 ranges from −π to π, 2π are added to the
negative φ results. If not explicitly stated, all subsequent
references to 3D coordinates are to spherical coordinates.

Ray Profile. Each value on Pr records the intersections
between ∂Ω and all points with identical (θ, φ):

Pr(∂Ω)[
θ

π
Wa,

φ

2π
Ha] ≜ argmax

ρ

{
p|p ∈ (

−−→
OR ∩ ∂Ω)

}
(1)

For each ray
−−→
OR = (∀ρ, θ, φ), the ρ value of the outermost

intersected point on ∂Ω is reserved. If the intersections
between the surface and the ray occur, the farthest inter-
sections are recorded; Otherwise, the value is set to zero.
Longitude Profile. Each value on Ps records the intersec-
tions between ∂Ω and all points with identical (φ, ρ):

Ps(∂Ω)[
φ

2π
Wa, ρHa] ≜

1

π
argmin
∥θ−0.5π∥

{
p|p ∈ (

>
A ∩ ∂Ω)

}
(2)

For each longitude (semicircle)
>
A = (ρ, ∀θ, φ), the θ value

of the intersected point closest to the XY plane is reserved.
Latitude Profile. Each value on Pc record the intersections
between ∂Ω and all points with identical (ρ, θ):

Pc(∂Ω)[ρWa,
θ

π
Ha] ≜

1

2π
argmin
∥φ−π∥

{
p|p ∈ (⊙C ∩ ∂Ω)

}
(3)

For each latitude (circle) ⊙C = (ρ, θ,∀φ), the normalized
φ value of the point closest to the φ = π half-plane on
∂Ω is reserved. Finally, the three profiles are concatenated
together with size (3, Ha,Wa) :

Prsc(∂Ω) ≜ Pr(∂Ω)⊗Ps(∂Ω)⊗Pc(∂Ω) (4)

As a result, Prsc(∂Ω) realizes the attributes possessed by
voxel grid with the spatial complexity O(n2) for ∀∂Ω: (i)
Each value records an intersection from a parametric curve
at a fixed spatial location. (ii) Adjacent values in one profile
record intersections from adjacent parametric curves.
Overlap Minimization. An alignment performed on ∂Ω
could further reduce the overlapping ratio of the projec-
tions, allowing SUPPLE to record more surface features. To
reduce the overlap in the ρ dimension, the center of ∂Ω
is normalized to the origin. For the other two dimensions,
minimizing overlap is regarded as maximizing the variance
(S) of the points V uniformly sampled from the surface:
argmaxR S[Πrsc(RV)]. Where R is the rotation matrix
that aligns V to specific principal axes. Πrsc is a composite
function that project the 3D point into the three SUPPLE pro-
files. Interestingly, when optimizing different categories of
the articulated object surface, R always align their principal
axes close to:

Λ =
[
λ1 λ2 λ3

]
≜


1√
3

− 1√
3

− 1√
3

1√
3

1+
√
3

2
√
3

1−
√
3

2
√
3

1√
3

1−
√
3

2
√
3

1+
√
3

2
√
3

 (5)

This canonical alignment is adopted for the application
requiring fewer overlaps.

3.2 Mesh-SUPPLE Conversion

Mesh to SUPPLE. As shown in Fig. 1(a)-(c), a surface rep-
resented by mesh M = (V,F) is converted to SUPPLE in
three steps. First, N surface points sampled uniformly are
used to estimate the object center c ∈ R3, principal axes
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Fig. 3. Skeleton extraction with SUPPLE . An input scan is first canonicalized and converted to a SUPPLE surface image (Sec. 3.2). Then, (a)
branch-root localization (Sec. 4.1) and (b) in-branch assembly(Sec. 4.2) are performed in SUPPLE subspaces. Finally, the reconstructed skeleton is
converted back to 3D space. For better visualization, each Hrsc(B(b+)) channel takes the corresponding Prsc(M) channel as the gray background,
and the 2D Gaussian kernels are painted in different colors according to the branch index b.

A ∈ SO(3) and maximum radius s from the center. They
canonicalize M by Vc =

1
(1+ε)sΛAT (V−c). Where ε = 0.1

is used to ensure the whole surface is squeezed into the unit
sphere. Λ is defined in Eqn. 5. After that, the intersections
of the canonical mesh Mc = (Vc,F) with rays, semicircles
and spheres [116] are accelerated by building a BVH [117] of
M. We further boost the calculations of Ps(M) according to
the fact that the parametric longitudes with the same ϕ can
be obtained at one time by calculating all intersections Dθ

between M and the half-plane these longitudes are located.
Similarly, the calculations of Pc(M) are boosted according
to the fact that the parametric latitudes with the same ρ
can be obtained at one time by calculating intersections Dρ

between M and the sphere these latitudes are located. (See
Sup. Mat Sec. B for the details about these two algorithms.)
While larger image sizes lead to more detailed surface
records, they also increase time costs.
SUPPLE to Mesh. The inverse process is shown in Fig. 1(c)-
(e). In a SUPPLE image, each non-zero pixel corresponds to
a point on the surface. Therefore, a surface mesh with details
can be obtained by querying those pixel coordinates and
transforming them into Cartesian space. Since these points
are dense enough, the marching cube algorithm [77] can be
introduced to reconstruct a plausible mesh topology.

3.3 Joint SUPPLE Heatmap

Ground-truth preparation. The network described later will
localize joints in the three subspaces of SUPPLE (θ φ, φ ρ
and ρ θ) through a heatmap regression paradigm [1], [14].
Projecting a 3D Gaussian N (ȷ, σ) centered at ȷ(ρj, θj, φj)
into 2D subspace can be realized by removing the irrelevant
dimension. To further convert this projection into image

space with size Hb = Wb, the heatmaps in the three image
spaces are uniformly defined as:

H(ȷ)[u, v] = exp

(
− (u− uj)

2 + (v − vj)
2

2σ2

)
(6)

where [uj, vj] refers to [
θj
π Wb,

φj

2πHb] in Hr , [ φj

2πWb, ρkHb] in
Hs, and [ρkWb,

θj
2πHb] in Hc. We further define a multi-joint

heatmap {ȷ}Jj=1 as a Gaussian mixture model [118]:

H({ȷ}Jj=1)[u, v] ≜ max
j∈J

{H(ȷ)[u, v]} (7)

we use the maximum instead of the sum to ensure that
the pixel does not exceed the value range. Finally, a joint
SUPPLE heatmap is also defined as a three-channel image
Hrsc ≜ Hr ⊗Hs ⊗Hc.
Redundant parsing. This algorithm is used to parse the cor-
responding joint 3D coordinates (ρj, θj, φj) according to the
3-channel projections of its Gaussian distribution Hrsc(ȷ):

(
Wb

π
θ′j,

Hb

2π
φ′
j) = argmax

[u,v]

Hr(ȷ)

(
Wb

2π
φ′′
j , Hbρ

′
j) = argmax

[u,v]

Hs(ȷ)

(Wbρ
′′
j ,

Hb

π
θ′′j ) = argmax

[u,v]

Hc(ȷ)

(8)

Ideally, ρ′j = ρ′′j = ρj, θ
′
j = θ′′j = θj, φ

′
j = φ′′

j = φj.
Considering that the three channel of Hrsc(ȷ) predicted
from a neural network may be inconsistent, the coordinate
with a larger maximum in H(ȷ) is selected as the parsing
result for each dimension.
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Fig. 4. Skeleton branch partitions of (a) Human body, (b) Human hand, and (c) Quadruped. In each example, the root ȷr is gray and emphasized
by △. Joints in the same color are from the same non-overlapping branch elements B(b). ȷ(b)1 (not junction ȷ

(b)
0 ) in each B(b) is emphasized by

⊙. For better visualization, each Hrsc(B(b+)) channel takes the corresponding Prsc(M) channel as the gray background, and the 2D Gaussian
kernels are painted in different colors according to the branch index b.

Fig. 5. LocNet architecture. The dashed arrow means that the process
is only used during training. For a skeleton partitioned with B branches,
the input channel number is 3 and the output channel number is B × 3.

4 SKELETON EXTRACTION

A skeletal hierarchy can always be decomposed as mul-
tiple branches K = {(ȷ(b)0 ,B(b))}Bb=1. Each branch starts
from its proximal junction ȷ

(b)
0 to its distal leaf ȷ(b)Jb

. When
ȷ
(b)
0 is excluded, other joints within a branch form an

ordered sequence B(b) = [ȷ
(b)
1 , ..., ȷ

(b)
Jb

] containing implicit
edge definition. Different branches contain no-overlapping
joints, i.e.B(b) ∩ B(b′) = ∅ for b ̸= b′. One special junc-
tion is the skeletal root ȷr ∈ {ȷ(b)0 }Bb=1, which records
the transformation of the entire skeleton in animation. We
denote the joint sequence in a branch with the root as
B(b+) ≜ [ȷr]+B(b). An overview of our framework is shown
in Fig. 3. First, the LocNet (Sec. 4.1) predicts the branch-
root SUPPLE heatmaps Hrsc(B(b+)) from Prsc(Mc). Then
the AssembleNet (Sec. 4.2) recurrently picks the single
joint SUPPLE heatmap Hrsc(ȷ

(b)
j ), j > 0 according to the

proximal-to-distal order. After that, the junction heatmap of
each branch Hrsc(ȷ

(b)
0 ) is re-localized. All the positions of

skeletal joints are parsed to 3D space according to Eqn. 8. In
the following, the hat superscripts Ĥ represent the variables
regressed from the network, and the star superscripts H⋆

represent the ground truth.

4.1 Branch-Root Localization

Parallel strategy. Because of the significance of ȷr , it is
assumed as the shared junction of all branches at the be-
ginning. LocNet predicts the branch-root SUPPLE heatmaps
from a given SUPPLE surface. For a skeleton containing B
branches, LocNet can be formulated as:

[Ĥrsc(B(b+))]Bb=1 = Fl[Prsc(Mc)] (9)

During the training, its ground truth is prepared by project-
ing the related joint annotations according to Eqn. 7. The
mean squared error (MSE) is adopted to supervise their
difference:

Ll =
B∑

b=1

∥Ĥrsc(B(b+))−H⋆
rsc(B(b+))∥F (10)

The inference phase only requires LocNet to regress valid
distributions rather than accurate values, and the following
steps will parse the correct joint coordinates through Eqn. 8.
Parsing. Because the root SUPPLE heatmap Hrsc(ȷr) ap-
pears in all Ĥrsc(B(b+)), we sum the B branch maps
to parse ȷ̂r (ρ̂r, θ̂r, φ̂r) according to Eqn. 8. The
joint number of each branch is estimated by the max-
imum peak number among the three channels: Ĵb =
max(np[Ĥr(B(b+))], np[Ĥs(B(b+))], np[Ĥc(B(b+))− 1.
Architecture. The detailed structure of LocNet is shown
in Fig. 5. It keeps an encoder-decoder architecture. It first
uses two parallel convolutions to extract features from
the input profiles. The two features are then concatenated
and fed to the encoder module with 5 residual blocks
that progressively encode profile features with the gradual
enlargement of receptive fields. The decoder consists of 4
stacked residual blocks and up-sampling. Each block takes a
smaller feature produced by the encoder as input. Except for
the final output, leaky-ReLU [119] is adopted for activation.
All the padding modes are circular to compensate for the
connectivity of profile edges. The penultimate features are
also output and supervised by MSE to boost the training
convergence.
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Fig. 6. Network architecture for AssembleNet . DiffEraser and DiffFil-
ter forward alternately and recurrently to predict the single joint heatmap
according to the proximal-to-distal order within each branch.

4.2 In-branch Assembly

Recurrent strategy. AssembleNet is designed to identify the
in-branch joints in the proximal-to-distal order by taking the
branch-root SUPPLE heatmap, the root coordinate, and the
SUPPLE surface as the inputs:

Ĥrsc(B(b+)),Hrsc(ȷ̂r),Prsc(Mc) → [Ĥrsc(ȷ
(b)
j )]Jb

j=1 (11)

As shown in Fig. 4, the in-branch joints are always dis-
tributed as a chain in each SUPPLE subspace. Based on this
feature, Eqn. 11 is modeled as a Bayesian inference process.
Specifically, the following two processes are conducted al-
ternately and recurrently:

Hrscȷ̂r), Ĥrsc(B(b+))
(1)−→ Ĥrsc(B(b))

Hrsc(ȷ̂r), Ĥrsc(B(b))
(2)−→ Ĥrsc(ȷ

(b)
1 )

Ĥrsc(ȷ
(b)
1 ), Ĥrsc(B(b))

(1)−→ Ĥrsc(B(b) − ȷ
(b)
1 )

Ĥrsc(ȷ
(b)
1 ), Ĥrsc(B(b) − ȷ

(b)
1 )

(2)−→ Ĥrsc(ȷ
(b)
2 )

...

Ĥrsc(ȷ
(b)

Ĵb−2
), Ĥrsc([ȷ

(b)
j ]Ĵb

j=Ĵb−2
)

(1)−→ Ĥrsc([ȷ
(b)
j ]Ĵb

j=Ĵb−1
)

Ĥrsc(ȷ
(b)

Ĵb−2
), Ĥrsc([ȷ

(b)
j ]Ĵb

j=Ĵb−1
)

(2)−→ Ĥrsc(ȷ
(b)

Ĵb−1
)

Ĥrsc(ȷ
(b)

Ĵb−1
), Ĥrsc([ȷ

(b)
j ]Ĵb

j=Ĵb−1
)

(1)−→ Ĥrsc(ȷ
(b)

Ĵb
)

(12)
The two processes are realized by CNN modules: the first
one is called DiffEraser and the second one is called DiffFil-
ter . For a branch with Ĵb joints, DiffEraser executes Ĵb times
and DiffFilter executes (Ĵb − 1) times. Since the inferences
among different branches are independent, they are placed
parallelly in the same inference batch. Consequently, the
parallel iteration amount is determined by the largest Ĵb
among branches T = max{Ĵb}Bb=1. For the branches with
Ĵb ≤ T , both modules are required to output an all-zero
result when the input becomes all-zero. Therefore, it is more
efficient to partition the whole skeleton into branches with a
similar joint number. We follow this principle to partition
the human body, human hand, and quadruped skeleton
shown in Fig. 4.

DiffEraser erases the single joint SUPPLE heatmap from the
multi-joint SUPPLE heatmap in each iteration:

Ĥrsc(B(b) − [ȷ
(b)
j ]kj=1) =

Fe[Ĥrsc(ȷ
(b)
k ), Ĥrsc(B(b) − [ȷ

(b)
j ]k−1

j=1 )]
(13)

where ȷ̂
(b)
k is always the ancestor of remaining projected

joints. According to our experiment, even if there exists
no parent-child relationship, DiffEraser can still erase the
corresponding single-joint heatmap from the given multi-
joint heatmap. As a result, we use a random number of
points sampled in the unit sphere for its training, and this
universal module does not require retraining or fine-tuning
on different object categories.
DiffFilter picks the successor SUPPLE heatmap ȷ̂

(b)
(i+1) based

on the parent joint SUPPLE heatmaps Ĥrsc(ȷ
(b)
k ) and the

remaining multi-joint distribution. Because the in-branch
joint relationships can be affected by the surface, Prsc(Mc)
is also a necessary input:

Ĥrsc(ȷ
(b)
j+1) =

Ff

(
Ĥrsc(ȷ

(b)
j ), Ĥrsc(B(b) − [ȷ

(b)
j ]kj=1)|Prsc(Mc)

) (14)

The output is a single joint SUPPLE heatmap, and we use
the algorithm in Eqn. 8 to parse its corresponding position.
The skeletal edge within B(b) is precisely the iterative order.
DiffMounter predicts the junction ȷ

(b)
0 of each branch. Be-

fore this step, all B(b) are assumed to be directly mounted
on the root ȷr. Because the actual junction may be in any
other branch d ̸= b, it is designed as follows:

Ĥrsc(ȷ
(b)
0 )

= Fm(Ĥrsc(B(b+)) +Prsc(Mc), [Ĥrsc(B(d+))]Bd ̸=b)
(15)

where Prsc(Mc) is added on the selected branch b’s SUP-
PLE heatmap, playing the role of position embedding [120],
[121]. After that, the coordinate of the junction ȷ

(b)
0 is parsed

according to Eqn. 8. The positions of all junctions [ȷ
(b)
0 ]Bb=1

are parsed in parallel. Due to ȷ
(b)
0 always duplicating, it is

merged into the joint with the closest L2 distance in the
existing joint set. In practice, the junction with a smaller
merging distance is operated earlier.

4.3 Implementation Details
All AssembleNet modules Fe(·), Ff (·), Fm(·) are fully con-
volutional. They have the same structure with LocNet Fl(·)
except for the number of input and output channels. With
a heatmap regression paradigm [1], [14], their weights are
optimized by MSE between the prediction and the ground
truth (similar to Eqn. 10). Among them, Fe(·) is trained
with random points sampled in the unit sphere. The others
are trained for different categories. We use Adam opti-
mizer [122] to train them on a single NVIDIA GeForce
RTX 3090 GPU at a base learning rate of 1e-5 and a batch
size of 64, respectively. 2D average pooling is adopted
when the concatenation or addition between heatmaps with
different sizes. The SUPPLE surfaces are projected into
the image space with Ha = Wa = 256, and the joint
SUPPLE heatmaps are projected into the image space with
Hb = Wb = 128. The variance of Gaussian is set to σ = 2 in
all heatmaps.
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TABLE 1
Comparisons on the human body. The naked body testing data is

from FAUST [33] and SHREC [123]. And the clothed body testing data
is from CAPE [87] and BUFF [124]. All methods use the same data

partition for training and testing.

Categories Naked Body Clothed Body

Method CDJ↓ IoU(%)↑ CDJ↓ IoU(%)↑

Pinocchio [4] 5.47 40.7 4.61 53.2
MV-CNN [125] 8.01 42.8 6.63 51.2
HandPointNet [16] 7.49 39.4 7.19 49.1
SkelVolNet [56] 5.36 43.9 4.55 56.3
RigNet [5] 5.31 63.7 4.49 67.2
SUPPLE-3DV21 [27] 4.76 65.3 4.51 69.2

Ours 4.52 83.6 4.47 85.1

TABLE 2
Comparisons on the human hand and the quadruped. The hand

testing data is from DHM [86], Hand3D [46] and Panoptic [126], and the
quadruped testing data is from real SMAL [87]. All methods use the

same data partition for training and testing.

Categories Hand Quadruped

Method CDJ↓ IoU(%)↑ CDJ↓ IoU(%)↑

Pinocchio [4] 6.89 64.9 4.96 67.3
MV-CNN [125] 7.49 65.1 6.67 66.9
HandPointNet [16] 7.32 62.5 7.38 56.6
SkelVolNet [56] 5.86 71.2 4.89 74.6
RigNet [5] 5.46 78.9 4.83 77.1
SUPPLE-3DV21 [27] 4.85 81.6 4.89 76.3

Ours 4.67 83.3 4.63 85.3

5 EXPERIMENTS

In this section, the baselines to perform skeleton extrac-
tion are first enumerated in Sec. 5.1. Then the datasets
and augmentation strategies used to train our framework
and fine-tune those learning-based baselines are illustrated
in Sec. 5.2. After that, the metrics for evaluations are in-
troduced in Sec. 5.3. Different methods are compared in
Sec. 5.4, and our key components are ablated in Sec. 5.5.

5.1 Baselines

Pinocchio [4] is an optimization-based method that fits a
given mesh by searching a template skeleton according to
minimum energy. Its original categories include humanoid
and quadruped. We further increase the application scenario
of this algorithm by adding a hand template [46].
RigNet [5] is a learning-based method that takes a mesh as
well as its voxelized form as a composite input, and pre-
dicts joint positions and edge connectivity with three graph
neural networks called JointNet, RootNet, and BoneNet.
Because adaptive clustering is adopted in joint prediction,
there exist adjustable hyperparameters in this method. Dur-
ing the inference time, we use their recommended settings,
i.e.the bandwidth is set to 0.0429 and the threshold is set to
1× 10−5.

SkelVolNet [56] is a learning-based method that takes the
SDF, vertex density, and several local geometric features of a
voxelized mesh as a composite input, and predicts joint po-
sitions and edge connectivity with volumetric convolutional
networks. Its pre-processing is performed on all testing data
in an offline manner, including curvature calculating and
SDF converting.
HandPointNet [16] is a learning-based method that takes
object point clouds as input, and predicts the skeletal joints
in a pre-defined order with PointNet [80] architecture. Ac-
cording to the parameters in the original paper, point clouds
are prepared by uniformly sampling 6000 points from object
mesh. Leaf joints, e.g.hand fingertips, are refined with 256
nearest neighboring points.
MV-CNN [125] is a learning-based method that takes 2D
projections of a 3D object as input, and predicts the skeletal
joints in a pre-defined order with CNN. Different from ours,
it adopts the three orthogonal projections in the Cartesian
coordinate system, i.e.x y, y z, and z y. The input image size
and output heatmap size are set to the same size as ours.
SUPPLE-3DV21 [27] is our preliminary version that takes
SUPPLE surface of a 3D object as input, and predicts SUP-
PLE heatmaps of all joints in a pre-defined order with a
single CNN.
Additional operations. All learning-based methods are fine-
tuned with the same training datasets and data augmenta-
tions as ours. (i) Pinocchio [4] requires the input mesh to
be watertight, and an additional hole-filling algorithm [127]
is adopted before this optimization. (ii) HandPointNet [16],
MV-CNN [125] and SUPPLE-3DV21 [27] require a pre-
defined joint order and fixed joint number for each category.
In practice, the 21-joint order of the hand model is set as
MPII format [30], the 24-joint order of the human body is
consistent with SMPL [85], and the 33-joint order of the
quadruped is consistent with SMAL [87]. (iii) Pinocchio [4],
RigNet [5] and SkelVolNet [56] normalize the input mesh to
axis-aligned unit cube. The mesh fed to voxel-based meth-
ods [5], [56] is pre-aligned according to the requirements
to different categories, e.g., the human torso with Y+ axis
and quadruped torso with Z+ axis. HandPointNet [16]
and MV-CNN [125] normalize the object according to the
oriented bounding box of input. For a fair comparison,
SUPPLE-3DV21 [27] adopts the same canonical alignment
introduced in Sec. 3.1 for input normalization.

5.2 Datasets

Data Partition. Our framework is mainly evaluated on three
articulated categories, i.e.the human hand, human body, and
quadruped. Different datasets are collected for the network
training of each category. After that, all experiments are
conducted on the testing set without duplicates.
• For body, SMPL [85] becomes the most commonly used
skinning model in the community. The related models add
cloth details [87] or other body parts [30], [32] to the original
one. We use the same set of network weights to extract
the skeleton from the body with and without cloth. In our
training data processing, the skeleton format of those naked
body datasets [30], [32], [128], [129], [130] and clothed body
datasets [87], [131], [132] are uniformly adjusted to SMPL 24-
joint layout. Caesar [133], [134], SHREC [123], PSB [135] and
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Fig. 7. Data augmentation strategies. Taking a quadruped mesh as
an example, 8 typical augmentation strategies are adopted in training.
(e) The original mesh is modeled by SMAL [31]. (a) Pose prior augmen-
tation; (b) Shape prior augmentation; (c) Bone ratio augmentation; (d)
Symmetry augmentation; (f) SUPPLE augmented with noises; (h) Mesh
augmented with subdivision; (g) Mesh augmented with holes; (i) Mesh
augmented with offsets.

BUFF scans [124] are used for qualitative evaluations. We
further performed manual correspondence annotations and
SMPL fitting to the 400 real captured meshes in SHREC [123]
and BUFF [124]. This part of the data is used for quantitative
evaluation together with FAUST [33] and CAPE [87].
• For hand, there are four skinning models [30], [46], [86],
[136]. The most popular one is MANO [30]. The model
datasets [137], [138], [139] registered to it are used as the
majority for hand training. And those scans in [30] are
used as a part of the testing set. The datasets [46], [140]
registered to VCL hand model [46] are all adopted for
quantitative evaluation. As for datasets [126] registered to
MeshConv [136], we use the same training-testing partition
as [136] provided. The scan model in DHM [86] is used
as a part of the data for quantitative evaluation. Since the
data contains long wrists, we use 1.2 to 1.5 times the radius
of the joint bounding sphere as the reserved part of the
original scan models. All the joints number in the training
sets are unified to 21. In addition to the above dataset with
annotations, we further collected 50 online meshes [141],
[142], [143] and also used a handheld scanner to create
150 scanned models from 40 individuals containing diverse
hand postures. They are used for qualitative evaluations.
• For quadruped, SMAL [31] is a skinning model that has
a skeleton layout with 33 joints. However, the 3D mesh
instances in [31], [44], [45] registered to this model are
not adopted to train our network training because they
contain less than 200 instances in total. Based on SMAL,
we use the data augmentation method introduced later to
dynamically and randomly generate animal meshes during
training. Furthermore, animal data used in Deftransfer [144]
and PSB [135] are also used for testing. In addition to the
above dataset with annotations, we further collected 60
online meshes [141], [142], [143] and scanned 20 quadruped
toys for qualitative evaluations.
Data Augmentation. Because the amount of scanning mod-
els in some categories is limited (especially quadrupeds),

and most of the data used for training are high-quality and
registered mesh models, both the robustness and generaliza-
tion of our method may be compromised when regarding
them naı̈vely as training sets. Therefore, a series of data
augmentation strategies are adopted in the training process
for each category of objects. Several augmentations taking
quadrupeds as an example are shown in Fig. 7.
• In terms of model instances, multiple variational autoen-
coders [145], [146] to fit the shape and pose parameter dis-
tributions are trained based on the parameterized skinning
models [30], [31], [85]. The well-trained decoders are used
alone to generate interpolation models of those existing data
during training. In addition, for each bone in the model
skeleton, additional local bone length ratios are adopted
to simulate local differences in each bone. Furthermore,
we also consider the symmetry of different categories. The
above four augmentations are shown in the transformation
from Fig. 7(e) to (a), (b), (c), and (d);
• In terms of surface, loop subdivision [147] is performed
on those skinning models with low vertex resolutions. To
simulate cracks and holes, a certain proportion of vertices
on the mesh are randomly shifted along the normal vector
direction or randomly deleted with connected faces. Both
operations are performed before and after subdivisions to
make a difference in the size of the affected surface area. The
above three augmentations are shown in the transformation
from Fig. 7(e) to (g), (h), and (i);
• In terms of the image space of SUPPLE surface, salt-
and-pepper, Poisson, and Gaussian noise are adopted in
combination with each profile to simulate outliers and other
distortion in scans. They are illustrated in Fig. 7(f).

5.3 Metrics
CD-joint error (CDJ) measures the joint localization ac-
curacy. Compared with the mean per-point position er-
ror (MPJPE), Chamfer Distance does not require the cor-
responding number and order between predictions and
ground truth. This is suitable for this application because
joints generated from some methods [5], [56] are without a
specific order, and some datasets [86] provide a non-uniform
number of joint annotations. Considering the variations in
scale, each instance with predicted skeletons is canonical-
ized together into the unit sphere before the CDJ metric
calculation, which is almost identical to the normalization
used by Xu et al. [5], [56].
Intersection over union (IoU) between two point sets
should also be considered for those methods that predict an
unfixed number of joints. This is because joint localization
not only requires the position to be similar to the ground
truth but also requires the number to be similar. First, the
maximum match pattern between the two sets is obtained
by the Hungarian algorithm [148]. Then, the point amount
in the intersection of the two sets is defined as the number of
points whose Euclidean distance between matching points
is less than a given threshold. And the point amount in the
union of the two sets equals the total number of points in the
two sets minus the point number in the above intersection
sets. We follow [5] to set the threshold at each joint as its
local SDF value [11] w.r.t.the input mesh.
Tree edit distance (TED) measures the accuracy of pre-
dicted joint connectivity relationships. It is defined as the
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Fig. 8. Qualitative comparisons on Caesar [134]. With the same
CAD models as input, the skeletons extracted by (a) RigNet [5] with
the recommended bandwidth. (b) RigNet [5] with the subject-specific
bandwidth. (c) Ours.

minimum-cost series of node operations that convert one
tree to another. It is proposed in [149] as a distance metric
for hierarchical data.

Projection coverage ratio (PCR) measures the projection
overlap degree of a surface-to-image projection process. It is
defined as the coverage degree of the valid points recorded
by a projection process to the original object surface points.
In practice, we calculate this percentage by following the
steps. First, all points recorded in projection images are
inversely transformed into normalized 3D space and they
form a point cloud SA. Another point cloud SM is sampled
by Poisson disk [150] from the original mesh with the same
point number as SA. Then, Chamfer Distance is computed
between the SM and SA. For pM ∈ SM , if there exists
pA ∈ SA that satisfies ∥pA − pM∥2 ⩽ 1 × 10−3, pM is
considered as covered. Finally, the ratio of covered points to
SM is adopted as PCR.

Inference time is evaluated on the same machine configu-
rations with Intel Core i7-9700K with 8 cores and 8 threads,
and a single NVIDIA GeForce RTX 3090 GPU.

Fig. 9. Skeleton extraction from point clouds. The instance in each
row shows an extraction from a hand partial point cloud. (a) Original
point cloud; (b) Reconstructed surface; (c) Surface SUPPLE ; (d) Pre-
dicted skeleton without the data augmentation; (e) Predicted skeleton
with the data augmentation.

5.4 Comparisons

Localization accuracy. Tab. 1 and Tab. 2 extensively report
the skeleton extraction performances of all baselines and our
method. CDJ and IoU quantitatively evaluate the skeletal
joint localization accuracy on the human body, human hand,
and quadruped. The evaluation of the human category is
performed separately for naked data and clothed data. The
former subset has larger pose diversity because most of
the instances are from dynamic MoCap. The latter has a
greater variety of body shapes and more surface details
as most instances are from static scans. These evaluations
reveal the following characteristics: (i) As shown in Tab. 1,
our method achieves similar performance to Tab. 1, Pinoc-
chio [4], SkelVolNets [56] and RigNet [5] in the clothed sub-
set, and exceeds them a lot in the naked subset. In addition,
our connectivity predictions are generally superior to all of
them. (ii) Our current method and preliminary version [27]
significantly outperform MV-CNN [125] in all articulated
categories. (iii) The method with point clouds [16] as input
has a large variation in performance across categories. The
overall performance is similar to that of MV-CNN [125].
Inference time. Tab. 3 summarizes the average time cost
of each method. For a fair comparison, time records for all
methods start from feeding a mesh, contain the representa-
tion conversion, and end by assembling a full skeleton. In
all categories, our framework not only has the fastest repre-
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Fig. 10. Qualitative comparisons on BUFF [124]. With the same scans
as input, the skeletons extracted by (a) RigNet [5] with the recommended
bandwidth. (b) RigNet [5] with the subject-specific bandwidth. (c) Ours.

sentation conversion speed but also the fastest embedding
speed. By contrast, RigNet [5] needs to voxelize the input
during its conversion, relies on clustering during embed-
ding, and computes vertex-to-bone geodesic distance, all of
which greatly increase its time cost. Pinocchio [4] in our
evaluation is faster than its original version, which should
be due to our more advanced machine. The embedding
times our framework spent on the body and hand categories
is relatively close because most of them have the same
branch number and the same maximum number of joints
within branches.
Extraction robustness. Some qualitative results of our meth-
ods on online CAD or scanning meshes for each category
are illustrated in Fig. 11 and Fig. 12. See Sup. Mat Sec. E
for more experimental results. According to these results,
our framework is robust to the changes in shape and pose,
mesh vertex density, and the integrity of patches on different
object categories. In Fig. 11(c1)-(c3) and Fig. 12(c1)-(c3),
Our framework adaptively extracts different numbers of

TABLE 3
Average time cost (in seconds) of each method on different
categories. All methods are evaluated on the same machine

configurations.

Categories Body Hand Quadruped

Method Convert Embed Convert Embed Convert Embed

Pinocchio [4] - 6.49 - 5.31 - 5.02
RigNet [5] 9.02 279.84 7.96 274.56 8.44 253.04
Ours 1.93 4.36 1.62 4.35 1.42 4.52

joints depending on the tail length of different quadruped
instances. These results have practical implications over the
preliminary regression [27] with a fixed joint number.

As shown in Fig. 13, we further evaluate the IoU changes
under the different thresholds, from ×0.1 to ×1.0 SDF
value. A comparison shows that the three methods generally
perform better on quadrupeds than on human bodies. This
should be due to the fact that there is a greater variety of
body poses than quadrupeds in the testing data. Therefore,
a more detailed comparison is made with RigNet [5] on the
human body datasets, and some results are shown in Fig. 8
and Fig. 10. As shown in Row-1 of both figures, RigNet
performs poorly with the recommended hyperparameters.
Although it is possible to adjust the bandwidth parameter
for each subject to get more appealing results (Row-2), it is
sensitive to shape variations and always fails under asym-
metric poses. By contrast, our method is more robust among
different shapes and has no symmetry pose constraints.

5.5 Ablation Study
Module Contributions. The two key innovations of this
work are the SUPPLE representation and the hierarchical
heatmap regression strategy. To clarify their respective con-
tributions to the whole pipeline, we design the follow-
ing alternatives: (i) SUPPLE + end-to-end. This is actu-
ally the pipeline of our preliminary version, which uses a
single CNN to regress SUPPLE heatmaps of all skeleton
joints in the pre-defined order. This pipeline is denoted
as “Prsc e2e”. (ii) Voxel-grid + hierarchical strategy. This
pipeline takes a voxelized mesh as input. Its architectures
are 3D CNNs F 3

l , F
3
e , F

3
f , F

3
m with the same block number

as Sec. 4 and the same channel number as SkelVolNet [56].
It predicts the 3D joint distribution in an axis-aligned unit
cube with 883 resolutions. It is denoted as “V3 + B”. (iii)
Multi-view + hierarchical strategy. This pipeline takes the
three orthogonal projections used in [125] as input. It uses
the same network architecture, parsing algorithm, and map
size as our frameworks. It is denoted as “Pxyz + B”. (iv)
SUPPLE + hierarchical strategy + GCN. This pipeline is
the same as our full framework before Fl. Instead of using
Ff , Fm, it adopts a GCN to predict the joint connectivity
within each branch. It is denoted as “Pxyz +GCN”. These
pipelines are trained with the same training data and aug-
mentation strategies as our full framework. To analyze their
localization performances on distal joints, we further intro-
duce distal-weighted CDJ (“CDJ-d” in Tab. 4). For a branch
B(b) with Jb joints, the distance caused by ȷ̂

(b)
j is weighted

by j/Jb. In particular, its junction is weighted by 1/Jb
and the root is weighted by 1/max[Jb]

B
b=1. Tab. 4 reports
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Fig. 11. Qualitative results from online CAD. The instances in each row are skeleton extraction results from different categories. Each mesh is
viewed from two perspectives. All meshes are collected online.

their performances on the three articulated categories with
5 metrics. First, Prsc e2e is inferior to V3 + B in terms of
the whole skeleton metrics, but superior to V3 +B in terms
of the distal-weighted ones. This reveals that SUPPLE con-
tributes more to modeling the distribution patterns of distal
joints, while the hierarchical paradigm improves the joint
localization in the whole skeleton scope. In addition, the two
variants contain a similar number of parameters, the bloated
3D-CNN structure in V3+B makes it more computationally
expensive. Second, both Prsc e2e and V3 + B outperform
Pxyz + B in all metrics. This is probably because too many
features that are helpful for joint localization overlapped
during the projections happened in the Cartesian system.
Nevertheless, Pxyz + B still outperforms MV-CNN [125],
which again demonstrates the effectiveness of our hierar-
chical paradigm. Compared with our recurrent strat-
egy in Sec. 4.2, Pxyz + GCN is inefficient in connectivity
prediction. Those inaccurate connections may also lead to
the identity mismatching of joints in different channels,
which further weakens its localization and seriously affect
its “CDJ-d”. The proposed pipeline, i.e.Prsc + B, achieve
the best performance under different metrics. This proves
that the innovations in surface representation and learning
paradigms are both valuable to a skeleton extraction task.

SUPPLE Formulation. Some choices on SUPPLE surface
conversion and joint SUPPLE heatmap preparation are eval-
uated. According to Sec. 3.1, we record Pr with maximum
ρ in each ray, Ps with maximum |θ 0.5π|, and Pc with

maximum |φ π|. In ablations reported in Tab. 5 Row1-Row3,
the variant ray profile P′

r is modified to record the point
with maximum ρ (innermost point). The variant longitude
profile P′

s is modified to record the average θ value on
a single longitude arch. And the variant latitude profile
P′

c is modified to record the average φ value on a single
latitude circle. Among them, P′

r has the greatest impact on
the whole method because it violates the original intention
of designing SUPPLE to model distal joint patterns. The
weakening effects from P′

s and P′
c are probably because

the average operation used to construct them compromises
the local features of the surface while making more features
globally relevant. In Sec. 3.3, we prepare the ground-truth
of joint SUPPLE heatmaps Hrsc with Gaussian variance
σ = 2.0. In ablations illustrated in Tab. 5 Row4-Row5,
the methods with different σ settings are evaluated. Its
influence on network convergence, joint localizations, and
connectivity predictions during training is shown in Fig. 14.
During the training, CNN modules with larger σ converge
faster from the heatmap perspective. However, during the
inference, because the individual Gaussian distributions in
a branch SUPPLE heatmap are too close to each other, it is
difficult for DiffFilter to select individual joint features. A
smaller σ may lead to a joint SUPPLE heatmap being too
sparse, which is not conducive to all the learning modules.

Augment Effectiveness. To explore the improvement of our
network brought by data augmentation, we introduced a
more challenging task, i.e., extracting skeletons from partial
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Fig. 12. Qualitative results from scans. The instances in each row come from different categories. Each mesh is viewed from two perspectives.
All meshes come from the scanning of real objects.

TABLE 4
Ablations on Module Contributions. Each row corresponds to the performance of the variant pipeline. TEDs of the variant “Prsc e2e” are not

reported due to the method’s dependence on pre-defined joint orders.

Categories Body Hand Quadruped

Variants Params (M) FLOPs (G) CDJ↓ IoU(%)↑ CDJ-d↓ TED↓ CDJ↓ IoU(%)↑ CDJ-d↓ TED↓ CDJ↓ IoU(%)↑ CDJ-d↓ TED↓

Prsc e2e 17.20 10.6 4.71 68.7 3.34 - 4.85 81.6 2.95 - 4.89 76.3 3.41 -
V3 + B 17.68 538.12 4.63 79.4 3.42 2.64 4.80 82.1 2.99 2.53 4.72 83.9 3.45 2.47
Pxyz + B 49.24 82.05 6.02 63.9 4.39 3.16 6.11 71.4 3.26 2.97 6.07 72.6 4.21 2.83
Prsc +GCN 30.93 19.65 4.62 74.1 4.17 3.34 5.13 82.0 3.09 3.31 4.82 79.9 4.14 3.28

Full 49.24 82.05 4.50 84.1 3.23 2.56 4.67 83.3 2.69 2.31 4.63 85.3 3.11 2.21

Fig. 13. Localization evaluations with several IoU thresholds. The
line graphs depict the differences in localization performances among
the three methods on the human body and quadruped testing data. Their
horizontal and vertical axes share the same units and range.

point clouds. As a preprocessing, the ball pivoting algo-
rithm [151] is adopted to reconstruct the surface of the

TABLE 5
Ablations on SUPPLE Formulations. Each row corresponds to the

performance of the variants on the three articulated categories.

Categories Body Hand Quadruped

Variants CDJ↓ IoU(%)↑ TED↓ CDJ↓ IoU(%)↑ TED↓ CDJ↓ IoU(%)↑ TED↓

+P′
r 4.72 71.2 2.76 5.13 72.7 2.67 4.82 71.5 3.16

+P′
s 4.63 74.6 2.61 5.09 75.1 2.51 4.86 76.1 2.39

+P′
c 4.69 75.9 2.63 5.14 74.8 2.48 4.90 76.3 2.29

σ = 1.0 4.63 82.2 2.60 4.69 81.6 2.38 4.66 82.9 2.24
σ = 4.0 4.59 83.0 2.62 4.72 82.8 2.43 4.70 83.7 2.35

Full 4.50 84.1 2.56 4.67 83.3 2.31 4.63 85.3 2.21

object according to its point cloud. As shown in Fig. 9(a)-(c),
Because the original point clouds are incomplete and full of
noise, numerous cracks and holes still exist in these meshes.
However, this does not affect the reasoning process of our
method. As shown in Fig. 9(d)-(e), after data enhancement,
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Fig. 14. Ablations on different σ. The line graphs depict the differences
in training and testing performances among the three variants on the
human body data.

TABLE 6
Coverage ratios of different profiles. The percentage indicates the

coverage of the inverse transformed points from different types of
projections relative to the original surface.

PCR(%) 1st channel 2nd channel 3rd channel Total

Pxyz 31.2 30.8 31.7 73.3
Prsc 42.6 36.8 38.9 84.4
Prsc,Λ 61.2 37.9 39.3 91.3

our method can be promoted to this task more robustly
without being affected by holes or outliers.
Profile Overlap. In comparison with the multi-view
method, we argue that its drawback might be the high rate
of projection overlaps and the low coverage of the original
mesh. Therefore, we compare several relevant projection
methods on their coverage ratio w.r.t.to the original surface.
10K mesh instances generated by those articulated skinning
models with random pose and shape parameters are used
to evaluate the overlap degree of different projection tech-
niques. As illustrated in Tab. 6, the highest coverage of the
original mesh surface is achieved by the SUPPLE with the
axis alignment described in Eqn. 5. It should be admitted
that SUPPLE is a surface descriptor in 3D space, just as the
silhouette is an instance descriptor in a 2D image. Since it
does not entirely record the surface, it may not be compared
to those full-surface recorded representations in basic tasks,
e.g.classification, and segmentation.
Accelerated Conversion. We compare the acceleration con-
tributions of different techniques in SUPPLE conversion,
including BVH and dictionary structure (denoted as Dθ,Dρ,
see Sup. Mat Sec. B for details). Meshes in four configura-
tions are selected as the tested objects, and we create 5K
instances for each configuration. The average converting
time from them to three profiles is shown in Tab. 7. In the
four configurations of meshes, the first two correspond to
the order of the number of vertices of skinning models,
and the last corresponds to the order of the number of
vertices of scanning data or high-precision CAD models.
Through comparison, it can be found that the addition

TABLE 7
Time cost from Mesh to SUPPLE . Each row corresponds to the

average time (in milliseconds) used in an approach to convert meshes
with different vertex numbers.

Time (ms) #V = 0.7K #V = 7K #V = 70K

- BVH 641/672/619 3.1k/3.2k/3.0k 22.3k/21.9k/21.6k
- (Dθ,Dρ) 225/237/267 649/663/652 945/1.2k/1.2k
Full 225/96/45 649/205/100 945/411/298

of BVH makes the transformation time of each map no
longer proportional to the increase in the number of model
vertices. The introduction of dictionary structure further
increases the efficiency of computing intersection in Ps and
Pc, because the radius distribution of most mesh vertices
is relatively concentrated. All three acceleration methods
make it possible to dynamically perform data augmentation
during our training.

6 CONCLUSION

This paper proposes a novel surface-to-image representa-
tion, named SUPPLE . The skeleton extraction developed
with it avoids constraints on the shape, pose, and topology
of the input 3D surface. With SUPPLE , the skeleton extrac-
tion is recast to be a series of 2D tasks that can be tackled
by CNN architectures. SUPPLE compactly unwraps surface
without topology dependency. Compared with other repre-
sentations, the neural network with SUPPLE can go deeper
and extract 3D features more efficiently. Compared with
the previous version [27], the learning paradigm from a
skeletal branch perspective makes full use of the skeletal
hierarchy of articulated objects and further improves the
universality and robustness of our method on multiple
categories. The proposed method could be useful for find-
ing correspondences and performing non-rigid registration
among meshes with different topologies. It is also a brilliant
idea to further regress the correspondences and skinning
weights from the SUPPLE .

Fig. 15. Failure cases.
The left side shows the
two perspectives of the
extracted skeleton, and
the right side is the SUP-
PLE of the original sur-
face.

Limitation and Discussion. Al-
though we managed to extend
SUPPLE to applications on point
clouds and to validate the effective-
ness on multiple articulated cate-
gories, there are still some limita-
tions in our framework. As an ex-
ample shown in Fig. 15, although
our method can extract the skeleton
from the mesh in a variety of poses,
the prediction results produce er-
rors at the endpoints for some tight
poses. This might be caused by two
reasons. First, in a pose similar to
fist-clenching, the surface regions
corresponding to the joint are com-
pletely occluded in Pr , and no complementary information
is provided in other profiles. Secondly, in our training data,
the mesh data under these tight poses is also lacking.
A promising future direction is to design a coarse-to-fine
pipeline based on SUPPLE to iteratively extract the skeleton
from them.
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