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A Parametric Model for Describing the Correlation
Between Single Color Images and Depth Maps
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Abstract—This letter introduces a new approach for modeling
the correlation between a single color image and its depthmapwith
a set of parameters. The proposedmodel treats the color image as a
set of patches and describes the correlation with a kernel function
in a non-linear mapping space.We also present how to estimate the
model parameters from sampled color image patches as well as the
corresponding depth values. The proposed approach is tested on
different color images and experimental results are comparable to
the state-of-the-art, which demonstrates the power of the proposed
method. Furthermore, we validate the efficiency of the proposed
parametric model by evaluating each of its component, including
the filters optimization, the choice of the patches and the kernel
function.

Index Terms—Color image and depth, filters optimization,
kernel function, parametric model.

I. INTRODUCTION

P ERCEIVING color images and their corresponding depth
maps (which is also known as range images) has attracted

lots of attentions due to the great demands of 3D applications
such as 3D reconstruction [1] and free view video (FVV) [2].
It can also improve the performance of traditional 2D computer
vision tasks such as image enhancing [3], scene classification
and recognition [4]. Although several small commercial hard-
wares (e.g., Xbox 360™ [5], Swissranger™ [6]) now can easily
obtain the depth and color images simultaneously, they can not
be widely used to capture natural images because of the short
distance perception as well as the low resolution of the captured
depth, which strongly impedes the further applications. There-
fore, exploring the potential correlation between the color im-
ages and their corresponding depth maps, thus estimating the
depth maps from color images has been an interesting research
topic in computer vision.
Furthermore, due to the availability of large number of inde-

pendently captured color images in recent years, it gains more
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and more attentions to use a single still color image to estimate
the depth map [7], [8], [9]. The possibility of estimating the
depth from a single color image is that there exist many depth
related visual cues in a single still color image, such as texture
gradients, occlusions and shading. One typical depth estimation
approach [10] acquires the depth for the target color image by
transferring the depths of similar color images from a large scale
database. The approach first selects the most similar color im-
ages from the database and then transfers their corresponding
depth maps to the target image by integrating the scene classifi-
cation and optical flow techniques. Another kind of approaches
[7], [8] try to build a parametric model to describe the corre-
lation between color images and depth maps. Although depth
transfer based approaches can always obtain better performance
since they can fit specific natural images with a huge database,
parametric model based methods do not need to search a large
database which makes them computationally more efficient and
more flexible in real applications.
In this letter, we focus on the the problem of modeling the

correlation between a color image and its depth map. Previous
parametric model [11] tries to describe the correlation with sev-
eral pre-defined features. Its purpose is to find sufficiently good
color-depth features, where several types of complex features
are used to construct the feature vector, e.g., multi-scale feature
and spatial consistency feature. However, it is hard to assess
the individual contribution of each feature, and the model thus
has to balance the weights of different features. We present a
new parametric model which regards a color image as a set of
patches and models the correlation between color patches and
their depth values with more flexibilities. Different from pre-
vious methods, the basic elements of the features, i.e. the filters,
can also be optimized in the proposed model. Our model tar-
gets to search better parameters for describing the correlation
between color images and depth maps.

II. PROBLEM STATEMENT AND MODEL

In this section, we first introduce our proposed model for
building the correlation between color images and depth
maps. Then we describe the algorithm of estimating the model
parameters.

A. The proposed model

Given a color image and its corresponding depth map
, our purpose is to build the correlation between and

with a set of parameters. Similar as previous image processing
approach [11], we treat the color image as a set of overlapped
fixed-size (e.g. ) color patches. In order to avoid the
over-fitting problem, we only sample a small set of color

1070-9908 © 2013 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.



WANG et al.: CORRELATION BETWEEN SINGLE COLOR IMAGES AND DEPTH MAPS 801

Fig. 1. The pipeline of the proposed model. For each color patch , we sum all
the convoluted color patches and compute the dot product with weighted matrix
to obtain the corresponding depth values.

patches and their corresponding depth values
from image and depth respectively, where

is the number of samplers. The column vector is used to
denote the corresponding depth values of all the sampled color
patches, e.g, .
We model the correlation of color images and depth maps

by measuring the sum squared errors between the color patches
mapped depth values and the real depth values . The proce-
dure of mapping the color patches is as follows (also shown in
Fig. 1). Suppose we have a matrix , where
each column is an individual filter and is the number of filters.
For each color patch , we use a kernel function to map
the convoluted color patches and sum them up to one “color
patch” by multiplying parameters for each of the convoluted
patches. The column vector encodes the
variances of the convolution results from different filters. A
weight matrix , which has the same size as the convoluted
patches, sums all the elements of the “color patch”, and thus
obtains the mapped patch corresponding “depth value”. There-
fore, our model is written as

(1)

In Eq. (1), is the estimation error and , , are the param-
eters of the proposed model. We could also rewrite Eq. (1) as

(2)

where is a matrix reshaped from color patch , each row of
is a filter-sized row vector; is a column vector obtained

by concatenating all the entries of the weight matrix .
We will explain how to estimate them in the next subsec-

tion. In the following text, we first give further discussions about
these parameters. After that, the strategy of kernel function
involved in the proposed model is described.
The filters extract the specific frequency information which

indeed describes the texture gradient cues of the color images.
Its accompaniment parameter is used to describe the variance
of different filters for avoiding one filter to dominate the results.
A good initialization of all the filters can be obtained by Prin-
ciple Component Analysis (PCA) or Independent Component
Analysis (ICA). After initialization, estimating the filters will be
more effective as the experiments will demonstrate afterwards.
Another issue is about the size of filters. In general, small

sized filters (e.g., ) could accelerate the estimating pro-

cedure while considering less texture neighboring information,
and large sized filters (e.g., ) encode more neighboring in-
formation of color images but is time consuming. In our model,
the existence of the weight matrix makes it more feasible to
use small sized filters since the matrix integrates the overall in-
formation from each color patch.
The kernel function maps the convolution results of the

color image patches with the filters to be comparable with the
ground truth depth values. In fact, how to define the explicit
form of the kernel function is very important to the estima-
tion accuracy of the proposed model. We have evaluated several
different kernel functions and found that the simple but effective
kernel function is . Details will be presented
in Sec. III.

B. Model parameters estimation

Estimating the parameters of the proposed model is not trivial
because of not only the number of parameters but also the ex-
isting non-linear kernel function. A natural approach to esti-
mate the parameters is to alternate among all the variables, min-
imizing over one while keeping the others fixed, as proposed by
Mairal et al. [12].
For the convenience of deducing the gradient of the parame-

ters in , we rewrite Eq. (2) in the following two matrix forms:

(3)

or

(4)

In Eq. (3), is obtained by concatenating all the ; each row
of is . In Eq. (4), is obtained by concatenating all the

; each row of is . We can see Eq. (3) and Eq. (4) are
respectively the least square problems of and , thus it is
very easy to obtain the closed form solutions for updating the
parameters and .
As for updating the filters , we could compute the gradient

of Eq. (1) and Eq. (3) w.r.t. the filter at the -th iteration, i.e.
, as

(5)

is the Jacobian matrix of vector , it is a square
matrix spanned by the gradient vector, i.e., .
Since is a non-linear kernel function, we use Taylor ex-

pansion of matrix at filter and obtain

(6)

Let be a matrix storing the triple-matrix
product and we substitute it to Eq. (5). With the combination of
Eq. (6), we can obtain the gradient of the proposed model w.r.t.
the filter as

(7)
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Fig. 2. Validation of the proposed parametric model: (a) the original color image; (b) the ground truth depth map; (c) the depth reconstruction result using 2000
randomly sampled pairs of color patches and depth values ( , ); (d) the depth estimation result with the parameters estimated from the
same class images ( , ); (e) the depth estimation result with the model based approach proposed in [11] ( , ).

For convenience, we use the symbol and to represent

(8)

It is noted that the gradients of all the filters should be when
they reach the minimum. We can obtain closed form solutions
of the filters, that is, each of the filters
should satisfy the equation . We find that it is
hard to get stable solution to solve this linear equation directly.
On the contrary, we use the warm-start gradient descent method
for the filters optimization in our experiments.

III. EXPERIMENTS AND EVALUATIONS

In this section, we present several experiments to evaluate the
proposed approach for reconstructing the depth maps with the
estimated parameters.1All the color images and corresponding
depth maps are used from [11]. In order to validate the effi-
ciency of our method, we conducted the depth reconstruction
comparisons against the subspace filter optimization, the sam-
pling strategies of patches according with depth values and the
different kernel functions selection.
We use two methods for the quantity comparisons. Denoting

the reconstructed depth map as and the ground truth depth map
as , we compute the relative error (RE) with

; the log10 error (LE) with ,
where is the number of pixels.

A. Validation of the proposed parametric model

In order to validate the proposed parametric model, we esti-
mate the parameters for a single color image using the ground
truth depth map.We randomly select 2000 pairs of color patches
and depth values, which is about 0.52‰ of the total pairs in
one single color image (the size of the original color image is

1The code for all the experiments is available online athttp://media.au.ts-
inghua.edu.cn/ygwang/spl2013depth.jsp.

and the overlapped patch size is ). The es-
timated parameters are used to reconstruct its depth map. Fur-
thermore, we compared the result with the depth estimation re-
sult by using the estimated parameters from the same class im-
ages. This is often useful for the single color image depth esti-
mation applications, which we call parameters transfer. Com-
pared against the previous model based approach [11], we find
that the proposed model can obtain better performance. Fig. 2
shows the comparison result. From Fig. 2, we also can see: 1)
the parametric reconstruction (Fig. 2(c)) result is a little different
from the ground truth depth map. It means that the original color
patches do not completely accord with the statistics revealed by
the parameters; 2) (Fig. 2(c)) and (Fig. 2(d)) have almost the
same estimation results, which indicates that using the parame-
ters of the similar class images is suitable for depth estimation
problem.

B. Validation of key components of our method

The filters optimization. To our knowledge, all existing
parametric models for depth estimation have fixed the filters
in the feature selection phase. In order to demonstrate the
necessity of optimizing the filters, we evaluate the effectiveness
of the filters optimization. All the filters are optimized in the
subspace, that is, they are described as where is
the filters coefficients in the subspace basis . We initialize
as an identity matrix. Fig. 3 shows the evaluation results

without/with filters optimization as well as the selected filters.
Compared against Fig. 3(b) and Fig. 3(c), filters optimization
can outperform the estimation. Besides, the optimized pa-
rameters correspond to the fixed non-optimized filters indicate
that the average values of images (i.e., luminance) have the
dominant impact in the estimation procedure.
The selection of pairs. In the parameters optimization proce-

dure, we found that different sampling approaches for choosing
the pairs of color image patches and depth values made the opti-
mized parameters converge to different results. We tested three
sampling methods: one is to sample the pairs randomly from the
whole image; another one considers the sampling noise and re-
jects the pairs that contradict with the luminance statistic curve
of the whole image; the third one separates the image into dif-
ferent grids and sample the pairs uniformly from different grids.
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Fig. 3. Evaluation on the filters optimization. (a) is the original color image;
(b) is the ground truth depth map; (c) shows the estimation result (top row)
by fixed filters ( ), the selected filters and corre-
sponding (bottom row); (d) shows the estimated depth map (top row) with
optimized filters ( ), the selected filters and corre-
sponding (bottom row).

Fig. 4. The depth estimation results with different pairs selections
methods: (a) pairs are randomly sampled from the whole image (

); (b) pairs are randomly sampled from the
whole image considering the luminance statistic curve for rejection
( ); (c) pairs are uniformly sampled from
the pre-defined grids ( ).

Fig. 4 shows the depth estimation results with different con-
verged parameters. In order to obtain good performance of our
model, it is better to separate the image into grids and sample
the pairs uniformly in each grid.
The kernel function. We also conducted the evaluation on

the kernel functions. We explored the kernel functions used in
many computer vision problems [13] and three different kernel
function forms which have similar shapes are tested. They are:

, and . The
estimated depth maps in Fig. 5 demonstrate the effectiveness
of the function (i.e., ) finally used exploited in our proposed
model. From the figure, we can see that and have the
similar results but they fail the estimation. The reason may lie in
that the gradient of is sensitive to the small and the gradient
of can not converge for large .

Fig. 5. Evaluation on the kernel functions: (a) is the estimation result with
( , ), (b) is the estimation result with

( , ) and (c) is the estimation result with
( ).

IV. CONCLUSION

In this letter, we propose a new parametric model for con-
structing the relationship between color images and depth maps.
We also present algorithms for estimating the parameters. The
capability and effectiveness of our approach are demonstrated
by reconstructing the depth maps in several testing images.
With the optimized filters, our model outperforms previous
parametric models. In the future work, we would like to analyze
these parameters, thus to understand the inherent connections
between color images and depth maps flexibly.
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