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SRHandNet: Real-time 2D Hand Pose
Estimation with Simultaneous Region
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Abstract—This paper introduces a novel method for real-time 2D hand pose estimation from monocular color images, which is named
as SRHandNet. Existing methods can not time efficiently obtain appropriate results for small hand. Our key idea is to simultaneously
regress the hand region of interests (RoIs) and hand keypoints for a given color image, and iteratively take the hand RoIs as feedback
information for boosting the performance of hand keypoints estimation with a single encoder-decoder network architecture. Different
from previous region proposal network (RPN), a new lightweight bounding box representation, which is called region map, is
proposed. The proposed bounding box representation map together with hand keypoints heatmaps are combined into the unified
multi-channel feature maps, which can be easily acquired with only one forward network inference and thus improve the runtime
efficiency of the network. Our proposed SRHandNet can run at 40fps for hand bounding box detection and up to 30fps accurate hand
keypoints estimation under the desktop environment without implementation optimization. Experiments demonstrate the effectiveness
of the proposed method. State-of-the-art results are also achieved out competing all recent methods.

Index Terms—real-time hand pose estimation, bounding box representation, inference feedback

F

1 INTRODUCTION

R EAL-TIME hand pose estimation is very important in
the area of articulated object pose estimation and it is

a key step for many practical applications, such as human-
machine interactions, virtual reality (VR), augmented reality
(AR) and etc. In the past few years, hand pose estimation has
been greatly developed with the introduction of commod-
ity depth sensors [1]. Nevertheless, the restricted sensing
distances as well as low resolution depth maps remain the
problem to be unsolved in its full generality. Recently, with
the rapid development of Convolutional Neural Networks
(ConvNets), hand pose estimation from color images has
been discussed by a lot of research [2]. Even so, achieving
this goal is still challenging due to the flexible hand fingers
movements, self-occlusions and appearance ambiguities in
color images. It is yet far from being completely solved for
real-time hand pose estimation.

This work focuses on the problem of estimating, in
real-time, the 2D hand pose from monocular color images.
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Fig. 1. Given a single color image, SRHandNet can estimate the hand
keypoints as well as the hand bounding box with only one network. In
order to boost the performance of small hand pose estimation, we itera-
tively take the hand RoIs as feedback information and redo the inference
with the same encoder-decoder network. The proposed SRHandNet is
time efficient for realtime applications.

Specifically, the 2D hand pose is described by 21 pre-defined
keypoints. Our goal is to estimate these keypoints in real-
time with a conventional RGB camera or the monocular
color images input. Inspired by several state-of-the-art neu-
ral networks for human pose estimation [3], we propose
SRHandNet, which takes the encoder-decoder network ar-
chitecture as the backbone of our network. It is noted that
all the existing methods for accurate pose estimation are
time-consuming. And for small hand, they can not obtain
appropriate pose estimation results.

A naı̈ve and straightforward solution for small hand
pose estimation is to obtain the hand bounding box at first,
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and consequently take the extracted hand region of interests
(RoIs) as tight hand images input to perform the hand pose
estimation, e.g., Simon et al. [2] used the human body to
guide the localization of hands and then cropped the hand
images for obtaining accurate hand pose estimation. In gen-
eral, a neural network based bounding box regression, such
as Faster-rcnn [4], Mask-rcnn [5] or ConerNet [6], would be
more appropriate for detecting the hand in color images.
Nonetheless, the sequential two steps, i.e., region detection
and then pose estimation, are not efficient for the scenario
of real-time hand pose estimation. Moreover, existing region
detection networks can not obtain appropriate results for
small hand since it is still an open problem for small object
detection.

To solve the above puzzle, our key idea is to simul-
taneously regress the hand regions and keypoints from a
given image, and iteratively take the hand RoIs as feedback
information for boosting the performance of hand keypoints
estimation with a single encoder-decoder network architec-
ture, as shown in Fig. 1. Different from previous region
proposal network (RPN), we propose a novel lightweight
bounding box representation, which is called Region Map
as described in Sec. 3.1. The proposed bounding box rep-
resentation are combined with hand keypoints heatmaps to
formulate the 25-channel feature maps for efficient training
and inference. SRHandNet takes the advantage of feedback
to enhance the 2D hand pose estimation accuracy for small
hand on the fly. The 2D hand pose estimation is then
performed in a cycle way other than one pass of the net-
work, as described in Sec. 3.3. Benefited from the proposed
bounding box representation, the region localization and
hand keypoints detection could be easily implemented in
a unified framework. Besides, the network inference can be
further accelerated by whether adopting the cycle detection
or not according to the size of hand in the input.

With the proposed method, we show remarkable real-
time 2D hand pose estimation results. Our method can pur-
sue high efficient end-to-end hand pose estimation results
and run at 40fps for hand bounding box detection and up to
30fps for hand keypoints estimation under ordinary desktop
environment with a single GTX1080Ti GPU. Although our
method only focuses on the 2D hand pose estimation other
than 3D, we believe that 3D pose estimation can be greatly
benefited and directly lifted from 2D pose estimation. The
code, dataset and all relevant stuff will be available on the
project website www.yangangwang.com.

2 RELATED WORK

There are lots of work focusing on the hand pose estimation
from color images. In the following, we will briefly intro-
duce some related works.

Hand Pose Estimation. Research on hand pose estimation
lasts for a long time and numerous approaches have been
proposed in decades [7]. Despite the efforts, hand pose
estimation is still a challenging task due to the similari-
ties among fingers, significant self-occlusions, flexible hand
poses and etc. For the past few years, inspired by the depth
based human pose estimation [8], hand pose estimation has
made great progresses on the introduction of commodity
depth sensors [9], [10], [11], [12], [13]. However, current

depth sensors are always restricted in the indoor environ-
ments, which limits the scope of usage with depth sensors
for hand pose estimation. In this paper, we focus on the 2D
hand pose estimation from RGB images.

Similar as many other computer vision tasks, hand pose
estimation and more generally, pose estimation from RGB
images are also benefited by the Convolutional Neural
Networks (CovNets), which is first introduced in Deep-
Pose [14]. It is well known that deep learning requires large
number of training data. However, hand datasets with high-
quality in-the-wild color images are seriously inadequate
compared against human pose datasets. In order to solve
this challenge, Wang et al. [15] proposed a dataset named
OneHand10K, which includes both the hand masks and
visible hand keypoints. Simon et al. [2] proposed a mul-
tiview bootstrapping method to train the hand keypoint
detectors, which allows the generation of large annotated
datasets using a weak initial detector.

Beyond the challenge of inadequate training data, net-
work architecture is another main factor for the perfor-
mance of hand pose estimation. In these years, a majority
of different network architectures, e.g., [16], [17], [18], [19],
[20] are proposed for human pose estimation. However,
compared with human body pose estimation, hand always
cover small region in the color images. This indicates that
directly shifting the networks for human pose estimation
might generate inaccurate hand pose estimation results.

In this paper, the dataset with high-quality in-the-wild
hand color images is downloaded from [15] for enabling
easy training. As for the network, we investigated the per-
formance of different networks for human pose estimation
in MPII [3] and found that the top ones were almost the vari-
eties of the Hourglass network [21], which used the encoder-
decoder architecture. We finally choose the encoder-decoder
network architecture as our network backbone to perform
the 2D hand pose estimation.

Recently, some pioneers attempt to estimate the 3D hand
pose from monocular color images. Panteleris et al. [22]
combined the deep learning based 2D hand pose estimation
with the power of generative techniques to achieve real-
time monocular 3D hand pose estimation in unrestricted
scenarios. Iqbal et al. [23] proposed a novel CNN structure
to estimate the 2.5D heatmaps and obtain the 3D hand
keypoints coordinates from the 2.5D heatmaps. Cai et al. [24]
proposed an end-to-end 3D hand pose estimation convo-
lutional neural network by leveraging a depth regularizer
to enhance the accuracy of 3D hand pose estimation. Our
proposed SRHandNet has the potential to improve the
performance of these approaches.

Region Localization. We adopt the hand region localization
to lift the performance of 2D hand pose estimation. Con-
sidering the computational cost, our hand region localiza-
tion is performed as bounding box regression other than
semantic segmentation at the pixel level. Typically, semantic
segmentation for object region representation plays an im-
portant role in many computer vision tasks, such as medical
image processing [25], [26], [27], autonomous driving [28],
[29] and etc. Previous works [15] demonstrate that hand
semantic segmentation could benefit for the pose estimation
in the framework of deep learning. Nevertheless, obtaining
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Fig. 2. Overview of the proposed SRHandNet. We use an encoder-decoder architecture as the backbone of our network to perform the 2D hand
pose estimation. In the training stage, the intermediate supervision is adopted. In the inference stage, we perform the cycle detection according to
the size of hand. See the texts of Sec. 3.2 for more details.

majorities of pixel-level hand segmentation dataset for net-
work training is difficult and hugely expensive.

Bounding box regression, on the other hand, is often
represented as object recognition in literature [30]. There are
many works focusing on this problem and deep learning are
recently the main streams against three widely known object
detection competitions, i.e., PASCAL VOC [31], ILSVRC [30]
and COCO [32]. However, all of these competitions focus on
generic object detection and none of them have specific tasks
for hand detection. Still, we can shift existing deep learning
network structures to solve the problem of hand region
localization from color images. It is noted that, among
all the deep learning networks, the representative one is
region proposal network (RPN) [33]. RPN uses two-steps
processing for object detection and several region proposals
are selected at first by the network. Fast-rcnn [34], Faster-
rcnn [4] and Mask-rcnn [5] are the recent representative
methods to improve the detection accuracy as well as
computational efficiency for object detection with region
proposals. However, the two-steps processing has heavy
computational cost during training and inference, which is
not suitable for realtime applications.

Targeting to achieve lower computational cost without
reducing the detection accuracy, Law et al. [6] proposed a
novel one-step network architecture named as CornerNet.
However, the introduced corner pooling is very complex for
easy usage and general adaption. In this paper, we propose
a simple yet effective bounding box representation. Our
main idea is to represent the bounding box as 3-channel
feature maps, thus we can enable the simultaneous training
of joint heatmaps and region localization. We use the idea of
fully convolutional network [35] to train the bounding box
feature maps. All the details are presented in Sec. 3.1 and
experiments demonstrate the performance of the proposed
method.

Our method takes the advantage of feedback. The for-
ward inferred hand regions are utilized to extract the RoIs
and we can redo the hand pose inference with the same net-
work, which is called cycle detection in Sec. 3.3. It is worth

mentioning that the proposed cycle detection is similar to
an attention model, yet we do not train this mechanism
as previous networks [36]. It is noted that the network of
Iterative Error Feedback [37] also takes the idea of feedback
for pose estimation. Their method learns hierarchical feature
extractors over the pose joint space by incorporating the top-
down feedback. Different from their feedback procedure in
the training, we take the feedback in the inference stage.

3 METHOD

An overview of the proposed SRHandNet is illustrated
in Fig. 2. Given a color image I of the size w×h with a hand,
our goal is to estimate the 2D positions of all the K = 21
keypoints of the hand. The 2D hand pose is represented as
p = {pk}k∈K , where pk = (xk, yk) ∈ R2 is the 2D pixel
coordinate of the k-th keypoint in image I and the order
of these keypoints is defined as [15]. We use a heatmap
to describe the k-th keypoint pk, which is denoted as Hk.
The benefits of regressing a heatmap rather than a pixel
coordinate directly have been discussed in literature [38].
In short, the heatmap representation is robust against data
noisy. Each heatmap encodes the keypoint location via a 2D
Gaussian distribution, where the mean is µ = pk and the
variance is σk ∈ R. It is noted that if the k-th hand keypoint
is not visible (e.g., the keypoint is out of range or occluded),
Hk is set by 0.

We use the idea of fully convolutional neural network to
perform the hand pose estimation. For boosting the accuracy
of small hand without losing the runtime efficiency, a novel
bounding box representation, which is called Region Map,
is proposed. The region map as well as hand keypoints
heatmaps are integrated together and fed into the proposed
network for an end-to-end training. In such case, we can
simultaneously localize the hand region and estimate all the
keypoints p of the hand with only one forward pass. The
hand region localization information then can be utilized
to extract the RoIs (region of interest) of the hand. We
iteratively use the extracted RoIs as feedback information
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(red dashed line in Fig. 2) to finetune the 2D hand pose by
performing the cycle detection.

3.1 Region Map
Bounding box is very important for accurate hand pose
detection. Previous bounding box representations, such as
RPN [4] or CornerNet [6], are heavy for training or in-
ference. These representations may degrade the runtime
efficiency of 2D hand pose estimation, which is not good
for real-time scenario. In this paper, we propose a novel
bounding box representation, which is called Region Map.
Fig. 3 illustrates the proposed region map for 2D hand
bounding box representation. For each hand, our region
map has 3 channels and the same size of hand keypoints
heatmaps. Each individual channel encodes the center of
hand, the width ratio as well as the height ratio of the
bounding box with respect to the input image separately.
The proposed bounding box representation are integrated
with hand keypoints heatmaps to formulate the n-channel
feature maps for an easy end-to-end training, where the n-
channel feature map is illustrated as the orange and blue
maps in the rightmost part of Fig. 2.

There are many ways to describe the bounding box.
Other than training the corners of bounding box as Corner-
Net [6], which is not computationally efficient, the bounding
box is represented by the center and size in this work. Dur-
ing training, the bounding box of each hand can be directly
obtained from labels. It is worth noting that the training
dataset [15] only contains visible 2D hand keypoints. For
simplicity, we first compute the two corners of the bounding
box from labeled visible 2D hand keypoints {pk}k∈K as
follows,

plt = min
k∈K

pk; (1)

prb = max
k∈K

pk. (2)

Where plt is the left-top corner and prb is the right-bottom
corner of the hand bounding box.

And then, the center and the size of bounding box is
computed as

c = plt + (prb − plt) ∗ 0.5; (3)
s = (prb − plt) ∗ α, (4)

where c is the center of the hand and s is the size of the
computed bounding box from labeled visible 2D keypoints.
It is noted that we use a scale factor α to relax the computed
compact bounding box since the labeled visible 2D hand
keypoints always shrink the hand.

After that, we use a 2D Gaussian distribution with µ = c
and the variance σr to obtain the 1st channel of region map.
The procedure is similar to the heatmap generation of hand
keypoints. For the 2nd and 3rd channel of region map, we fill
the same value sx/w and sy/h in a square region separately,
and all other locations are filled with 0. Here, sx and sy are
the x component and y component of the bounding box size
s, respectively. The center of the square is c, the width and
height of the square is 3σr . Note that sx/w and sy/h both
have the bound, i.e., 0 ≤ sx/w ≤ 1 and 0 ≤ sy/h ≤ 1. This
property gives us the same order of magnitude among the
3 channels of the proposed region map, which is convenient

(a) (b)

(c) (d)

Fig. 3. The proposed region map. (a) is the original color image; (b) is
the heatmap of the bounding box center; (c) is the map which encodes
the width ratio between the bounding box and image width and (d) is
the map which encodes the height ratio between the bounding box and
image height. All the 3-channel maps are combined as the proposed
Region Map. See texts for more details.

for training. In our current implementation, α = 1.3 and
σr = 3.

The proposed bounding box representation, i.e., Region
Map, is lightweight and has good performance for 2D hand
pose estimation as demonstrated in the experiment sec-
tion and supplemental videos. We hope that the proposed
bounding box representation would inspire and promote
the performance of time efficiency for other tasks, such as
human pose estimation, small face detection and, etc.

3.2 Network Architecture

The proposed network is a closely connected fully convolu-
tional network [35] and easy to train. We use an encoder-
decoder architecture as the backbone to perform the 2D
hand pose estimation, which is shown in Fig. 2. In recent
years, there are many improvements for encoder-decoder
network architectures aiming at different computer vision
tasks, e.g., [39], [40] use it to do semantic segmentation.
One typical example is the hourglass network [21], which is
first introduced for 2D human pose estimation. The original
hourglass network is stacked by multiple hourglass mod-
ules for performance boosting. We found that the hourglass
module is very memory consumption and hard to train for
real-time 2D hand pose estimation. Compared with the orig-
inal hourglass network, we perform several improvements
for real-time 2D hand pose estimation in this paper.

Firstly, we abandon the use of several exhausting conv-
deconv stages. Our network has only one encoder-decoder
stage for runtime efficiency consideration. In the encoder
part, the feature resolutions of the network are reduced 4
times along the way (352, 176, 88, 44, 22). We use stride 2
for the first feature resolution reduction and other feature
resolution reduction are performed by maxpooling opera-
tions. As for the decoder part, the features are upsampled by
the nearest neighbor upsampling operations with 2 times,
which finally generates the output feature maps with the
size of 88. Similar as previous encoder-decoder network
structures in literature, we also do the skip connection
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between the same scale of encoder and decoder feature
maps. These feature maps are simply concatenated for the
subsequent processing.

We make extensive use of residual modules proposed
in ResNet [18]. Our network finally applies convolutional
operations with the size of less than 3× 3 completely except
for the first feature resolution reduction, which is performed
with a 7×7 convolutional operation. The keypoint heatmaps
and region maps are combined as the output feature maps
with the channel size of 25, where there are 21 channels
for hand keypoints heatmaps, 3 channels for region maps
and 1 for background heatmaps. For training the proposed
network, we use the L2 loss. Beyond that, we also perform
the intermediate supervision in the 3 scales of decoder
part, i.e., (22, 44, 88), as shown in Fig. 2. The 25-channel
output feature maps are upsampled and concatenated with
the feature maps in the encoder part for further keypoints
heatmaps and region maps estimation.

In particular, it is not trivial for performing the inter-
mediate supervision in training. Newell et al. [21] claim
that the intermediate supervision for only one encoder-
decoder might be ignorant of critical global cues and is
not good. Recently, Ke et al. [41] proposed a method to
perform the supervision via downsampling the groundtruth
heatmaps. However, we found that this strategy often has
the divergent training results and finally fail the training.
In their intermediate supervision strategy, the groundtruth
heatmaps are generated from 2D Gaussian distributions and
the Gaussian heatmaps have the influential range reduction
with the power of 2 among scales. Suppose the heatmaps in
the scale with the size of 88 are generated from 2D Gaussian
distribution with the variance of σ, then the heatmaps in the
scale with the size of 22 have only the σ/4 influential range,
which is very small and hard to train.

We conducted a number of experiments and found that
the training can be stably converged when the variance of
2D Gaussian distribution for generating the heatmaps is
larger than a threshold for a specific size of heatmaps. That
is

σ ≥ τ(m), (5)

where m ∈ (22, 44, 88) is the size of heatmaps, τ is a
function of the groundtruth heatmap size. Instead of down-
sampling the groundtruth heatmaps for different scales, we
finally chose σ = 3.0 for all the 3 scales to generate the
heatmaps from 2D Gaussian distributions.

3.3 Cycle Detection

The proposed network in Sec. 3.2 performs well for the
hand with regular size. However, we found that the 2D
pose estimation accuracy dropped dramatically for small
hands. In fact, it is still an open problem and challeng-
ing for the network to detect small objects. Most of the
existing networks address this issue by taking the image
pyramid information, such as training the face detectors
with multiscale feature extraction [42] or feature pyramid
network (FPN) [43], which is improved by the RoIAlign
operation [5]. In this paper, we propose a novel strategy
named Cycle Detection. Our key idea is to perform the 2D
hand pose estimation in a cycle way other than one pass

of the network. Benefited from the proposed region map
representation, the region localization and hand keypoints
detection could be implemented in a unified framework.

Specifically, we train the proposed network without spe-
cial considerations. During the inference stage, we first do
the network forward pass to obtain the 25-channel output
feature maps H. The hand keypoints positions and center of
the hand can be obtained through non-maximal suppression
(NMS) algorithm [44]. Suppose the center of hand is c, the
ratios of width γx and height γy are computed through

γx = max(min(
1

|N |
∑

p∈N(c)

Hx(p), 1), 0), (6)

and

γy = max(min(
1

|N |
∑

p∈N(c)

Hy(p), 1), 0). (7)

Here, Hx and Hy are the region map of bounding box width
ratio and height ratio respectively, N is the set of neighbor-
ing pixels in position c, and we define the neighboring pixels
in a square region. In our current implementation, the size of
the square region is 5× 5. |N | is the number of neighboring
pixels.

After that, we could extract RoIs of the input image with
the rectangle of the width (γx ∗ w) and height (γy ∗ h) at
the position of c. Then, we redo the network inference by
scaling the extracted image content to fit the input size of the
network and obtain the final 2D hand pose, which is shown
as the red dashed line in Fig. 2. We call this procedure as
cycle detection since we use the forward output region maps
as the feedback information for 2D hand pose performance
boosting. With the benefits of the proposed SRHandNet,
we can simultaneously obtain the hand keypoints positions
and localize the hand region with one forward network
pass. This also gives us an opportunity to perform the cycle
detection whether or not. Beyond that, the proposed cycle
detection can also have benefits for pose estimation with
more than one hand. All the RoIs of image contents can
be packed as a batch and it is very fast and convenient
to perform the network inference with only one time for
a batch of scaled image data.

In our current implementation, the cycle detection is
only performed for small hand, where the small hand is
defined as γx ≤ 0.3 and γy ≤ 0.3. It means that the cycle
detection is only active when the hand covers the area of
input image less than 1/9. This strategy is only designed
for runtime efficiency. In fact, we could always perform the
cycle detection (Full Cycle Detection) if we do not care
about the execution time. We find that full cycle detection
could improve the accuracy of 2D hand pose estimation a
bit. Sec. 4.3 describes it for more details.

4 EXPERIMENTS

We conducted several experiments to evaluate the perfor-
mance of the proposed SRHandNet along with comprehen-
sive ablations on the dataset in [2] and the dataset in [15].
The experiments demonstrate that our method can achieve
appealing and high efficient 2D hand pose estimation results
compared against the state-of-the-art methods.



IEEE TRANSACTIONS ON IMAGE PROCESSING 6

Fig. 4. Selected image frames under desktop environment. SRHandNet can run up to 30fps accurate hand keypoints detection and simultaneous
hand region localization.

(C) SMH Detection

(B) DH Detection

(A) SH Detection

(D) Synthetic Hand Detection

Fig. 5. Typical results of SRHandNet. We show some typical results including the examples with single hand (SH) detection, double hand (DH)
detection, small hand (SMH) detection as well as the synthetic hand detection. Our method can correctly detect the 2D hand keypoints from color
images. For each instance, we show the hand bounding box, the hand keypoints heatmap and the enlarged 2D hand pose, which is computed by
NMS.

4.1 Implementation Details

We implemented the proposed SRHandNet with Caffe2 [45].
In this subsection, the most important implementation de-
tails are described. Other remaining details could be found
on the project website, where the source code and trained
model are both available on www.yangangwang.com.

Training. To train the proposed network, we used the

dataset provided in [15], where there are 10K images for
training and about 1.5K images for validation. All the im-
ages were reshaped into the size of 352× 352, padding with
(128, 128, 128) if necessary. Meanwhile, the hand keypoints
positions were also rescaled according to the scale factor of
each training image. To guarantee the performance of train-
ing, we performed the data augmentation on the fly. The
pixel values were randomly adjusted by gamma correction



IEEE TRANSACTIONS ON IMAGE PROCESSING 7

TABLE 1
Hand keypoints estimation results (PCK@0.2 score) on the validation dataset with three categories. We compare our method with/without the

cycle detection. Moreover, the recent OpenPose [2] and Mask-rcnn [5] are both reported. Similar as bounding box estimation, we train all of them
on the same training dataset.

.

Model Time
Single Hand (SH) Double Hand (DH) Small Hand (SMH)

DIP mean DIP mean DIP mean

OpenPose [2] (downloaded) 70ms 0.60 0.58 0.59 0.60 0.02 0.02
OpenPose [2] (trained) 70ms 0.81 0.76 0.64 0.65 0.02 0.02
Mask-rcnn [5] (trained) 140ms 0.87 0.82 0.78 0.79 0.27 0.25

Ours (without cycle detection) 15ms 0.86 0.85 0.68 0.70 0.33 0.34
Ours (with cycle detection) 30ms 0.94 0.94 0.82 0.84 0.52 0.55

and Gaussian blur. After that, the pixel values were all sub-
tracted by 128 and normalized with 256. We also randomly
did the homography by adjusting the 4-corners of the input
image. Other standard data augmentation techniques such
as random rotation, random scaling, random cropping and
random horizontal flipping were also utilized.

We used stochastic gradient decent to optimize the train-
ing loss. The mini-batch was set to 15. Momentum was set
to 0.9. The learning rate was set to 2 × 10−5 and fixed for
the whole training stage. The training iterations were set to
300K. The parameters of our network were randomly ini-
tialized with no pre-training on any other external datasets.
The training loss reduced from about 6.0K to the final 0.25K.
We trained our network on a single GTX1080Ti GPU, which
costed about 2 hours per 10K iterations.
Inference. During inference, the non-maximal suppression
(NMS) was used to obtain the hand keypoints and hand cen-
ter positions within a 5× 5 square region on the last feature
maps of our network. The output feature maps had the size
of 88 × 88. A threshold τ was set for the confidence, which
means the detected hand keypoints and center positions are
regarded as good detection only when they are larger than
the threshold τ . In our current implementation, τ = 0.2. The
final hand keypoints positions were then multiplied by 4.

All the testing images were resized into 352 × 352 and
padded with (128, 128, 128) if necessary. Similar as image
processing in the training stage, the pixel values of testing
images were also subtracted by 128 and normalized with
256. Currently, we have tested our method under desktop
environment with one GTX1080Ti GPU and our implemen-
tation can run at 40fps for hand bounding box regression
and more than 20fps for 2D hand pose estimation with full
cycle detection. Typically, since small hand is less common
in the close shot desktop applications, we can perform cycle
detection only for small hand and our system can run up
to 30fps accurate 2D hand pose estimation in this scenario.
It is noted that our design is not optimized for speed and
better speed/accuracy would be achieved, e.g., by varying
the image sizes, performing the NMS with CUDA and etc..

4.2 Main Results
The proposed SRHandNet can run up to 30fps accurate
hand keypoints detection and simultaneous region localiza-
tion under desktop environment with a single GPU. Some of
the selected color image frames from supplemental videos
are shown in Fig. 4. The detected hand region (visualized as

green rectangle) and 2D hand keypoints are both presented.
Furthermore, we also evaluated our method on the valida-
tion dataset, which was collected from [2] and [15]. The
evaluation dataset contains 1300 images of different hand
gestures from in-the-wild real color images. To investigate
the performance of different methods for different types of
hand poses, we divided the evaluation dataset into three
categories, including 500 images single hand (SH), 500 im-
ages double hand (DH) and 300 images small hand (SMH).
The SH and DH are the hands captured in a close shot,
while SMH contain the hands which cover very small area
in the color image space. In particular, we show the hand
pose estimation results with different lighting, cluttered
background, the occlusions, similar color variations, as well
as the indoor and outdoor environment. Our method can
perform good results for these cases. Some typical results are
shown in Fig. 5, where the detected hand bounding box, the
heatmaps of hand keypoints as well as the obtained 2D hand
keypoints by NMS are visualized. All of them are overlaid
on the original color images. Notably, there are numerous
synthetic hands in [2]. We tested our method on these hands
although we did not train on the synthetic ones. Our method
also works well for the 2D synthetic hand pose estimation
as shown in the last row of Fig. 5. The whole evaluation
dataset is also available on the project website.

4.3 Evaluations

To make a quantitative comparison, we report the standard
Averaged Precision (AP) [46] for bounding box regression
and Percentage of Correct Keypoint (PCK) for 2D hand
pose [47]. Specifically, AP is the average over all the bound-
ing box IoU, and we computed AP50 for the threshold 0.5.
The PCK is a measurement between the predicted keypoint
location and the groundtruth keypoint location within a
threshold σ. For the k-th hand keypoint pk, we denote it
by PCKkσ and approximate it on the validation dataset D as

PCKkσ =
1

||D||
∑
D

1

(
||pptk − p

gd
k ||2

max(w, h)
≤ σ

)
, (8)

where pptk is the predicted position and pgdk is its groundtruth
location, 1(·) is the indicator function, w and h are the width
and height of the groundtruth bounding box, respectively.
It is noted that σ is measured as a normalized distance in
our implementation, i.e., pixel distances for each example
are normalized by the groundtruth bounding box size. For
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TABLE 2
Bounding box estimation results on the validation dataset with three
categories. We compare our method with recent successful object

detection method, i.e., Faster-rcnn [4] and Mask-rcnn [5]. All of them
are trained on the same training dataset and our method can high

efficiently obtain the comparable bounding box results.

SH/AP50 DH/AP50 SMH/AP50

Faster-rcnn [4] 67.71 33.84 6.79
Mask-rcnn [5] 80 35.05 13.24

Ours 89.8 43.5 27.37

fair comparison, all the networks were trained on the same
training dataset. One exception is that we also downloaded
the model given by OpenPose [2] for more detailed com-
parison. Tab. 1 shows some quantitative results in three
evaluation datasets. We report the selected PCK values with
σ = 0.2 for DIP fingers (i.e., the 7-th, 11-th, 15-th and
19-th keypoints) and the averaged mean PCK values for
all fingers. Our method has the superior results, both on
time efficiency and accuracy, compared with the relevant
methods.
Region detection. For validating the proposed region detec-
tion strategy, we compared our bounding box representation
with the recent successful object region detection methods,
i.e., Faster-rcnn [4] and Mask-rcnn [5]. We downloaded the
code from the website1 and trained the model with the same
training dataset. Since Mask-rcnn needs the hand mask to
train, we obtained the hand mask by handcraft. Tab. 2
shows the comparison results. From the table, we could find
that our method has superior performance in all the three
categories of evaluation datasets, compared with the other
two methods. The big improvements may come from our
special designed on-the-fly data augmentation strategies. In
particular, we found that the data augmentation of scaling
with tiny factors as well as performing the homography is
very important for boosting the hand pose training, which
is beyond the scope of this paper. Fig. 6 visualizes a few
selected frames from the supplemental video. From this
figure, we can find that the proposed SRHandNet can obtain
comparable results but need only 20ms per-frame for hand
pose estimation. Overall, the experiment demonstrates that
the proposed region map is effective for hand bounding box
representation. And more importantly, it is lightweight.
Cycle detection. In order to validate the effectiveness of the
proposed cycle detection, we compared the hand keypoints
estimation results with/without the cycle detection and the
comparison results are shown in Tab. 1. From the table,
we can find that for all the three evaluation datasets, cycle
detection can all improve the PCK values. Specifically, for
small hands, the PCK values are improved more than 0.2
compared with the non-cycle detection strategy. For the sin-
gle hands and double hands, performing the cycle detection
could improve the accuracy of pose estimation from 0.85 to
0.95 and 0.70 to 0.84, respectively. The improvements are
not significant as small hands. We checked the estimation
results and found that the main reason might come from the
close shot hand images, which are not sensitive to the hand

1. https://github.com/facebookresearch/Detectron

(a) (b) (c)

Fig. 6. Comparison result of region detection. We compared SRHandNet
with recent Faster-rcnn [4] and Mask-rcnn [5]. Our SRHandNet can
obtain comparable results but is more time efficient. (a) is the bounding
box detection result with Faster-rcnn; (b) is the result with Mask-rcnn
and (c) is result of our method.

(a) (b)

Fig. 7. Detection result with / without cycle detection. With cycle detec-
tion, we can obtain more accurate hand keypoints estimation results.

bounding box estimations. We also performed real video
with our method and two selected frames are shown in Fig.
7. From this figure, we can clearly find that the locations of
hand keypoints are more accurate in the green rectangles
of Fig. 7(a). That is, with cycle detection, we can obtain
better hand keypoints estimation results. In summary, the
cycle detection is more important for hand pose estimation
when the size of hand is regular or small. Since our network
has the ability to estimate the bounding box of the hand
for the input color images, it is easier to adopt the cycle
detection whether or not on the fly, thus to improve the
runtime efficiency.

Comparison with state-of-the-art. Beyond that, we com-
pared our method with the recent OpenPose [2] and Mask-
rcnn [5], where the later one can be also used for pose
estimation as described by the authors. Mask-rcnn was

(a) (b) (c)

Fig. 8. Comparison result with state-of-the-art. SRHandNet can obtain
faster and more accurate results compared with OpenPose [2] and
Mask-rcnn [5]. (a) is the result with the OpenPose network trained by
our dataset; (b) is the detection result with Mask-rcnn and (c) is the
result of our method.
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TABLE 3
Hand keypoints estimation comparison results (average mean

PCK@0.2 score) on several existing hand datasets.

GANH [49] STB [50] RHD [48]
OpenPose [2] 0.26 0.37 0.26
Mask-rcnn [5] 0.37 0.47 0.35
Model in [48] 0.22 0.32 0.80

Ours 0.41 0.53 0.46

trained by the given code on our training dataset. For train-
ing OpenPose, we implemented the network by ourselves
through referring to the given network in [2]. Moreover, we
also downloaded the trained OpenPose model for thorough
study. Fig. 8 shows the selected frames from supplemental
video and the proposed SRHandNet can obtain faster and
more accurate results. We also report the quantitative com-
parison results on the evaluation dataset as described in Tab.
1. From this table, we can find that our method has more
than 0.05 ∼ 0.1 and 0.1 ∼ 0.2 overall PCK values compared
with Mask-rcnn and OpenPose, respectively. It is noted
that OpenPose fails to the pose estimation for small hands.
The reason might come from the designed large output
feature maps, which can not capture the information for
small hands. All the experiments demonstrate the superior
performance of our method. Furthermore, we compared
our method on more existing datasets and the results are
shown in Tab. 3, where the PCK values are reported. All the
experiments demonstrate the superior performance of our
method, except for [48] on their own dataset, which might
be over-trained.

4.4 Discussions and Future work
In Sec. 4.2 and Sec. 4.3, we show the experimental results
of our SRHandNet over real-time desktop applications, and
we also compare with the recent methods both on the
region detection and hand pose estimation. Our method
is an adequate solution for hand pose estimation under
lightweight scenario with single RGB input. Applications,
such as Human machine interaction with mobile camera,
integration with voice-driven teleoperation and etc., might
be flourished by the proposed SRHandNet. Although our
method is not restricted into single hand pose estimation,
the hand keypoints estimation for more than two hands
might be confused with the neighboring joint connections
and it can be further improved in the future work.

5 CONCLUSION

In this paper, we present a novel method for real-time
2D hand pose estimation from monocular color images.
In order to efficiently achieve the accurate 2D hand pose
in real-time, we regress the hand region and keypoints
simultaneously for a given color image and propose a
novel lightweight bounding box representation, which is
named as Region Map. The detected hand regions are taken
as feedback information for boosting the performance of
hand keypoints estimation with a single encoder-decoder
network. Our method can run at 40fps for hand bounding
box detection and up to 30fps for hand keypoints estimation

under ordinary desktop environment, which competes all
recent methods. We believe that the proposed SRHandNet
is one step closer to practical applications with hand pose
estimation from monocular color images, such as virtual
typing, interaction with mobile cameras and etc.
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